Voigt profile characterization of copper $K\alpha$
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Abstract

We report a characterization of the Cu $K\alpha$ profile and a transferable determination of the 2p satellite line using a new Voigt methodology which generates improved fits, smaller residuals and details of Compton profile features. The $K\alpha_1,2$ emission of Cu was obtained from a rotating anode through a monolithic Si channel-cut monochromator. Least-squares fitting of a minimum set of Voigt profiles reached a noise limit. Sufficient statistical information and resolution permits the determination of major and minor peak components in a fully-free least-squares analysis rather than the previous constrained single peak-by-peak method. Relative energies of the component Voigts within each profile, linewidths and $K\alpha_1/K\alpha_2$ peak intensity ratios, are compared to the previous best empirical sum of Lorentzian-slit peaks, clearly demonstrating that a sum of Voigt profiles provides a superior fit to the observed profile. 104 profiles at accelerating voltages from 20 kV through 50 kV provided a stable unique profile across the broad range of $2.5 - 6.25$ times the characteristic energy. This robustness proves the stability of Cu $K\alpha$ for use in high accuracy calibration, and supports the validity of the impulse approximation across this range of energy. The lineshape, contributions to noise broadening, the quantum yield and the Fano factor, relevant to spectral profiling, are discussed.

(Some figures may appear in colour only in the online journal)

1. Introduction

The spectral profiles obtained from characteristic radiation have long provided a window into atomic structure [1, 2] and continue to refine our understanding of quantum electrodynamics [3–5], the most thoroughly tested theory in nature. The $K\alpha$ transitions serve as standard calibration sources for high accuracy laboratory physics, x-ray spectroscopy, and as astrophysical markers. The absolute energies of the profile peaks, as well as their energy differences, are used as calibration standards in wavelength-dispersive x-ray experiments [6, 7]. Intriguingly, the dominant transitions exhibit strong asymmetries in their intensity profiles, especially in the 3d transition metals, which continue to challenge advanced atomic and condensed matter physics theory.

$K\alpha$, the $2p \rightarrow 1s$ transition, has fine structure splitting in the $2p$ subshell, giving $2p_{3/2} \rightarrow 1s$ for $K\alpha_1$ and $2p_{1/2} \rightarrow 1s$ for $K\alpha_2$, with an energy separation depending on the magnitude of relativistic effects (figure 1). Statistical degeneracies predict that the integrated intensity ratio $K\alpha_2 : K\alpha_1$ should be 0.5:1, but experimental results show an increase in this ratio with atomic number, $Z$ [9–12]. This $Z$-dependence is supported by non-relativistic Hartree–Fock calculations [13, 14] when shell coupling and exchange degeneracy are taken into account. Relativistic Dirac–Hartree–Fock calculations have shown that exchange effects are also necessary to explain observed intensity ratios [15]. In addition, the $Z$-dependence is also manifest in the de-excitation rate of the 1s hole by capture of a $2p_{1/2}$ electron being greater than that for capture of a $2p_{3/2}$ electron [16]. The faster decay rate results in the linewidth of $K\alpha_2$ being greater than that of $K\alpha_1$ [17, 18].

Precision measurements reveal the $K$ line profiles not to be a sharp doublet but to include innate asymmetries, in Cu [19–21] and all 3d transition metals [14, 22–26]. The asymmetry has been attributed to the creation of an additional electron hole, usually in the bombardment event, prior to
Laboratory light source demands that the spectrum be well understood, which requires new, more precise experimental physics from advanced relativistic theory for their interpretation.

The widespread use of Cu as a calibration and accounting for contributions from 3d spectator and diagram processes [30], and contributions from multi-electron satellite and hypersatellite lines [31]. Electron shake occurs when the ionized core electron is accompanied by additional excited or ionized electrons. Shake processes have been particularly supported by providing good fits to experimental data [18, 21, 30]. These correlated ionizations are major contributors to satellite lines in x-ray photoemission spectra [32–34].

Despite the need for accurate determination of shake probabilities, self-consistent field calculations show poor agreement with experimental results, especially in complex atoms [21]. Lowe and Chantler [21] have provided the first ab initio calculations of shake probabilities for 3d transition metals that are in good agreement with experimental results. Copper, however, remains a discrepancy. The atomic structure of copper is unusually difficult since the 3d and 4s subshell energies overlap or swap depending on the core configuration. Comparison with relativistic atomic theory is required to understand satellite asymmetries in open-shell elements [35] since relativistic effects are more pronounced as Z increases [20].

Electron correlation and exchange is manifest in the growth of coupling with increasing Z, and discrepancies between experiment and theory lead to introduction of energy offsets and dispersion scales into the spectra [19, 20, 36]. Combining precision lineshape measurements and ab initio relativistic Dirac–Fock calculations, Deutsch et al demonstrated that Cu Kα and Kβ emission lines can be accounted for by contributions from 3d spectator and diagram transitions [37, 38]. Chantler et al [16] used a relativistic Multi-Configuration Dirac–Hartree–Fock approach to address the same issue. The widespread use of Cu as a calibration and laboratory light source [31] demands that the spectrum be well understood, which requires new, more precise experimental measurements to confirm and advance theory.

Peak broadening is determined by instrumental functions, natural broadening and diffractive processes. Calibration of experimental data requires not just alignment with the maxima of the characteristic peak energies, but also accounting for systematics such as nonlinear scaling and broadening processes [8, 39]. Generally, observed spectra are fitted to a sum of line profiles whose energies and intensities are determined by fitting rather than ab initio. The choice of line profile shape should reflect the broadening processes to yield a robust determination of electronic properties. We have measured to high precision the profile dependence on the excitation energy across the broad range of 2.5–6.25 times the characteristic energy, or from 20 keV through 50 keV. The profile is stable and unique—a significant observation supporting the sudden approximation across this energy range.

2. Experiment

Cu data was collected using x-ray radiation from a rotating Cu anode and directed through a monolithic Si channel-cut crystal (figure 2). A MacScience rotating anode passed a tube current of 10 mA through a 0.1 × 1 mm² tungsten filament which produced a stream of electrons targeted on a Cu anode. X-rays passed through a slit and a double-bounce Si (111) monochromator onto a Photometrics 512 × 512 pixel Si CCD detector cooled with liquid nitrogen to −97.7 °C.

Using the lattice spacing d of Si(111) given by $d = 6.2712 \, \text{Å}$ [40], Bragg angles are 14.21° for the Cu Kα₁ energy of 8047.78 eV and 14.25° for the Kα₂ energy of 8027.83 eV. The crystal was rotated from the zero angle into the region of the predicted Bragg angles until the expected twin Kα₁,2 bright lines appeared on the CCD. Once the peak lines were located, the slit was opened up and the full emission image was centred on the CCD.

Profiles were collected with exposures times of 200, 500, 1000, and 2000 ms for accelerating voltages over the 20–50 kV range in 1 kV steps for a total of 104 images. Seven background exposures were also taken, with the rotating anode off and the shutter closed, for exposure times of 10, 50, 100, 200, 500, 1000 and 2000 ms. These backgrounds were weighted by exposure time and subtracted from each profile. Background-subtracted images were cropped to isolate the Kα profile. The dominant lines showed a slight angle from the vertical due to rotation of the CCD plane. Pre-analysis vertically aligned the dominant lines by rotating the image in steps of 0.005° via a Levenberg–Marquardt least-squares fitting process of a two-peak function fit to the vertically summed profile. All images were found to have a rotation angle of −0.76° ± 0.01°, minimizing the fwhm of the Kα₂ peak.

For CCD detectors, an estimate of the quantum noise—the intrinsic variance from the number of generated photons absorbed in the detector [41, 42]—is crucial for the interpretation of noise variance, a principal contributor to peak broadening, and the $\chi^2$ significance. If w is the effective energy needed to produce an electron-hole pair in the detector, also known as the quantum yield, and E is the peak energy, then the estimate of the number of hole pairs, ⟨n⟩, and its intrinsic variance are

$$\langle n \rangle = \frac{E}{w}.$$  \hspace{1cm} (1)

Then an estimate of the correctly scaled intensity is given by

$$N_{\text{x-ray counts}} \approx N_{\text{raw counts}}/\langle n \rangle.$$ \hspace{1cm} (2)
Values for $w$ in Si vary significantly in the literature [43–47]. However, several sources found the quantum yield to converge to 3.8 eV near liquid nitrogen temperatures [48, 49]. Hence the profiles were scaled using $E_{\text{K}} = 8047.8227(26)$ eV and $w = 3.78(2)$ eV. We cite the quantum yield at low temperature (77 K) as it appears to be the most relevant literature claim. An estimate has suggested $w \simeq 3.68$ eV around 175 K (our measurement temperature) which is consistent with our choice and the variability of literature.

3. Profile

Transition metals have asymmetric profiles with an extended tail on the low-energy side of the transmission peaks [50, 51]. Choice of profile must consider this asymmetry and both inhomogenous and homogenous sources of broadening. Thermal or Doppler broadening in space or energy, and the finite energy resolution of the spectrometer, are normally distributed and best represented by a Gaussian distribution. Homogeneous sources of broadening, such as lifetime, pressure or instrumental factors are often modelled by a Lorentzian lineshape. These can be convolved with aperture functions (slits) and other complex instrumental functions. While many lineshapes, such Bragg-diffractive and the theoretical Doniac-Sunjic, display asymmetry and share features with the Gaussian and Lorentzian distributions, their respective suitability is limited by simplistic lineshape [52–54] or non-integrability [28, 55]. The best experimental description of Cu $K\alpha$ in the literature reports profiles constructed of Lorentzians convolved with a slit function [9].

The Voigt profile, the convolution of a Gaussian and Lorentzian, represents both natural homogeneous broadening and normally distributed instrumental or source broadening. ‘Pseudo-Voigt’ profiles, such as Pearson 7 profiles, mimic the profile shapes of Voigs and are computationally simple, however the profile range is restricted and the physical basis is poor. With the computational processing power now available, there is very little justification for the continued use of such approximations and therefore the full Voigt prescription was employed in this work. A common Gaussian width has been used in the fits for all Voigt profiles and only the Lorentzian width differs from peak to peak.

Voigt profiles model the peaks quite closely. Charge collection losses can lead to a reduction in energy of observed photons [56], contributing to background with a tail on the low-energy side of transition, which could contribute to the residual and $\chi^2$ (figure 3). The current data indicate dominance of Compton processes being responsible for the asymmetric shelf, which increases very slightly on the low-energy side as it approaches the $K\alpha_2$ peak, ending in a slight peak as it reaches the tail of the $K\alpha_2$ peak. In the high-energy tail of $K\alpha_1$, there is a small and distinct 2p-satellite. In 2006, Diamant et al. [57] performed a relativistic multi-configuration Dirac–Fock modelling of the Cu satellite transitions, compared the theoretical model to experimental data and reported agreement between theory and observation for Cu $K\alpha_{1,2}$. The position of the 2p-satellite in figure 3 agrees with their findings. On the high-energy side of the images (beyond the plotted region), there is a sharp intensity drop in the tail of the $K\alpha_1$ peak due to vignetting in the experimental geometry.

Incomplete charge conversion and Compton distributions are often both modelled by a complementary error function [56, 58], given by $\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} dt$. A variety of alternate fitting functions were investigated, and the complementary error function with a Compton peak best modelled the observed Compton shelf. The complementary error function is modelled by $y = (a \times \text{erfc}(b \times (x - c)))$ where $a = 0.63(0.28)$, $b = 1.8(1.3)$, $c = 27.5(3.2)$, $b$ and $c$, the horizontal stretch and shift, are given in channels. For all profiles, $c$ was constrained to be more than $5\sigma$ from the $K\alpha_2$ centroid. Sequential fits of additional Voights located one of the Voigt peaks at the Compton peak, indicating the significance and the physicality of this feature, at approximately 2.5 fwhm from the $K\alpha_2$ peak position.

3.1. Residual analysis

A Levenberg–Marquardt least-squares process [59] fitted 3–6 Voigt peaks, in addition to the complementary error function, successively until the $\chi^2$ was minimized. Care was taken to determine the proper placement of the additional Voigt peaks without resorting to fixing parameters which would prevent finding a global minimum for the fit. Ergo, the residual of each total profile was analysed for the largest area of structure and position of greatest discrepancy between data and fit, providing initial estimates for each additional Voigt peak. A

![Figure 2. Experimental layout showing the major elements of the radiation emission and image collection process.](image-url)
least-squares fit was then performed using the new estimates with the previous fitted Voigt set, and the new residual then analysed in the same way, until up to six Voigts were fitted to each profile. The best fit was recorded for each image and for each method (figures 3 and 4).

The $\chi^2_r$ provided a compelling case for a total number of five or six Voigt profiles in the fit. The sixth Voigt profile includes the small but real 2p-satellite, found and fitted in all 104 sets of data. This procedure yielded a monotonic decrease in the $\chi^2_r$ with each additional Voigt (table 1).

4. Comparison with literature standards

Hölzer et al have provided outstanding reported profiles of major utility to researchers worldwide. They modelled Cu $K\alpha$ [9] using a profile represented as a sum of Lorentzians with a common slit instrumental broadening. This computationally modelled instrumental profile is complex but they considered it to be equivalent to a slit. They deconvolve this slit function from their experimental profile to obtain their reportable spectrum. The Lorentzian fit of each successive peak was then
Table 1. Monotonic decrease of the $\chi^2_r$ as the number of peaks increases, for the profile taken at 44 kV with a 1000 ms exposure. The $\chi^2_r$ reduces monotonically to the noise limit, indicating that, even for the last peak, a real and physical structure has been assigned, and therefore that input counting uncertainties are underestimated.

<table>
<thead>
<tr>
<th>No. of peaks</th>
<th>$\chi^2_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.640</td>
</tr>
<tr>
<td>4</td>
<td>0.510</td>
</tr>
<tr>
<td>5</td>
<td>0.427</td>
</tr>
<tr>
<td>6</td>
<td>0.252</td>
</tr>
</tbody>
</table>

found by locally constraining previous parameters. They were unable to perform a free fit of all parameters.

While the resulting fit is useful and insightful, it is not so readily transferred to other studies and geometries. We need better understanding, especially for the most carefully studied x-ray peak in the literature. To that end, we report (i) the whole Cu $K\alpha_{1,2}$ profile as collected, and (ii) a free, converged fit of a minimal sum of five Voigts to the Cu $K\alpha$ profile, together with two components to represent the Compton profile from inelastic scattering in the solid state detector.

Because of the care and significance of the earlier literature, a careful comparison was made with Hölzer et al [9]. They also used a single-crystal spectrometer with a Si (111) surface orientation to measure the emission profiles. However they used a collimator of variable but narrow horizontal slit width, the assumption being that the measured profile is a convolution of the true emission profile with the instrumental function [60]. The approximations result in a narrow (slit) mechanical function, which when deconvolved from the emission profile, yields the spectral profile, which was then fit with a sum of Lorentzians.

The Lorentzian sum was constructed by a similar iterative process. However, instead of using our completely relaxed set of parameters, Hölzer et al fit each additional Lorentzian to an artificial profile, constructed by removing the profiles of the $(n-1)$ Lorentzians from the deconvolved profile. Finally, Hölzer et al determined that for Cu there were two $K\alpha_1$ and two $K\alpha_2$ components, the smallest number of all the medium $Z$ elements in their study across the transition metals. No mention of a Compton profile, incomplete charge collection, scattering, nor other broadening effects was made [60].

For comparison of the methodologies, the profile of Hölzer et al was recreated using the parameter values provided in their work [9]. The given absolute energy positions and widths were scaled to our profile, and the relative amplitudes and positions given were used relative to the amplitude and position of the corresponding features in our measured profile. The Lorentzians were convolved with a slit function in our Levenberg–Marquardt least-squares methodology to recreate their profile with the functional broadening present in each of our spectra (figure 5). Another recreation of their profile was also produced, using their parameters as before, but including the Compton profile complementary error function (figure 6).

Our six Voigt methodology clearly provides the superior fit as seen in the $\chi^2_r$ (tables 3 and 4). Both the five and six Voigt models provide better fits than the recreation of Hölzer et al, even when the same prescription for the Compton shelf was applied (table 2). Regardless of whether or not the Compton shelf and the 2p satellite peak are addressed, the recreated profiles in figures 5 and 6 show strong residuals in the central peak $1\sigma$ envelope of much greater significance than in the Compton shelf or high-energy extra peak. Ergo, the Voigt fit methodology describes the characteristic profile better than the Lorentzian-slit methodology employed by Hölzer et al in terms of a better representation of the profile, $\chi^2_r$ and
Figure 6. Recreation of the Cu $K\alpha_{1,2}$ profile of Hölzer et al., figure 5, with the inclusion of the Compton shelf function. The difference can be seen in the residuals where the inclusion of the Compton shelf function reduces the low-energy residual within the 1$\sigma$ envelope. The approaches both in this work and that of Hölzer et al observe and fit four profiles in the central region of the structure.

Table 2. The recreated profile parameters of Hölzer et al [9], including the Compton shelf function. The recreated parameters maintain their quoted energies, widths, and relative intensities, while the centre of mass, scale, and slit (instrumental) width are specific to fitting our particular emission profile. They provide no slit width or uncertainty, no uncertainty on the (relative) integrated intensities, and each peak was fit independently after subtracting each previous fit from the profile (which neglects correlation and off-diagonal elements of the covariance matrix).

Table 3. Parameters for the best fit of the shelf function with five Voigt, fitted to the 44 kV, 1000 ms exposure data set: one peak in the shelf region and four in the central peak region as per [9]. The Voigt prescription yields a far improved fit of the spectrum over the similar fit following Hölzer et al ($\chi^2_r = 0.43$ versus 2.17).

5. Robustness of characteristic profile

The relative parameters from the seven best profiles were used to reparameterize all 104 measured spectra. These reparameterizations were then compared to determine the
Table 4. Parameters for the best fit of the shelf function with six Voigts, fitted to the 44 kV, 1000 ms exposure data set: one peak in the shelf region and four in the central peak region. The $\chi^2_r$ improves significantly compared with the five Voigt fit (table 3). This parameterization represents the best fit of the profiles and all data sets. Resultant peak parameters are presented here. The comparative values are the same as in table 3. The Compton peak parameterization is 7992.815(1.65) eV centroid, 43.775(3.73) eV width, and 0.0110(0.000 02) integrated intensity. The 2p satellite peak is given in table 6.

<table>
<thead>
<tr>
<th>Six Voigt peaks</th>
<th>Centre of mass (eV)</th>
<th>Scale (channels eV$^{-1}$)</th>
<th>Gaussian width (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central peaks</td>
<td>$K\alpha_1$</td>
<td>$K\alpha_2$</td>
<td>$K\alpha_3$</td>
</tr>
<tr>
<td>Peak energies (eV)</td>
<td>8047.947(54)</td>
<td>8044.142(481)</td>
<td>8028.272(170)</td>
</tr>
<tr>
<td>Peak widths (eV)</td>
<td>2.484(60)</td>
<td>0.755(101)</td>
<td>2.489(145)</td>
</tr>
<tr>
<td>Integrated intensities</td>
<td>0.646(3)</td>
<td>0.014(1)</td>
<td>0.217(1)</td>
</tr>
</tbody>
</table>

$\chi^2_r$ 0.252
$K\alpha_2/K\alpha_1$ peak ratio 0.514(003)

Table 5. Comparison of the reparameterizations of different emission profiles using six Voigts (table 4) across the full range for accelerating voltage: 20 kV, 44 kV and 49 kV. The $\chi^2_r$ consistency and the stability demonstrate the robustness of the data and methodology (figure 7). This parameterization is robust across exciting voltages from 20 kV through 50 kV, without modification, demonstrated here by examples across the range. This leads to significant insight into the physical processes as discussed.

Reparameterization of a 44 kV, 1000 ms exposure image

<table>
<thead>
<tr>
<th>Centre of mass (eV)</th>
<th>Scale (channels eV$^{-1}$)</th>
<th>Gaussian width (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central peaks</td>
<td>$K\alpha_1$</td>
<td>$K\alpha_2$</td>
</tr>
<tr>
<td>Peak energies (eV)</td>
<td>8047.947(18)</td>
<td>8044.142(12)</td>
</tr>
<tr>
<td>Peak widths (eV)</td>
<td>2.484(2)</td>
<td>0.7550(4)</td>
</tr>
<tr>
<td>Integrated intensities</td>
<td>0.647(1)</td>
<td>0.0140(2)</td>
</tr>
</tbody>
</table>

$\chi^2_r$ 0.219
$K\alpha_2/K\alpha_1$ peak ratio 0.514(3)

Reparameterization of 49 kV, 1000 ms exposure image

<table>
<thead>
<tr>
<th>Centre of mass (eV)</th>
<th>Scale (channels eV$^{-1}$)</th>
<th>Gaussian width (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central peaks</td>
<td>$K\alpha_1$</td>
<td>$K\alpha_2$</td>
</tr>
<tr>
<td>Peak energies (eV)</td>
<td>8047.947(17)</td>
<td>8044.142(12)</td>
</tr>
<tr>
<td>Peak widths (eV)</td>
<td>2.484(1)</td>
<td>0.7550(4)</td>
</tr>
<tr>
<td>Integrated intensities</td>
<td>0.649(3)</td>
<td>0.014(1)</td>
</tr>
</tbody>
</table>

$\chi^2_r$ 0.307
$K\alpha_2/K\alpha_1$ peak ratio 0.514(3)

Reparameterization of 20 kV, 2000 ms exposure image

<table>
<thead>
<tr>
<th>Centre of mass (eV)</th>
<th>Scale (channels eV$^{-1}$)</th>
<th>Gaussian width (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central peaks</td>
<td>$K\alpha_1$</td>
<td>$K\alpha_2$</td>
</tr>
<tr>
<td>Peak energies (eV)</td>
<td>8047.947(25)</td>
<td>8044.142(18)</td>
</tr>
<tr>
<td>Peak widths (eV)</td>
<td>2.484(2)</td>
<td>0.755(1)</td>
</tr>
<tr>
<td>Integrated intensities</td>
<td>0.645(4)</td>
<td>0.016(1)</td>
</tr>
</tbody>
</table>

$\chi^2_r$ 0.453
$K\alpha_2/K\alpha_1$ peak ratio 0.514(2)

The best method, and the optimal number of additional Voigt profiles. The seven sets of reparameterizations were consistent with one another, within one standard deviation, providing similar parameter values and identical conclusions as to the optimal number of Voigts. Examples are presented in table 5: four Voigts in the peak region, a 2p satellite and the Compton shelf functional. The best results were obtained by reparameterizing using the 44 kV, 1000 ms exposure data fit. The reparameterizations showed tightly consistent fits throughout all spectra, demonstrating the robustness of the
Figure 7. Reparameterization of an emission spectrum taken at 20 kV with a 2000 ms exposure. This profile was reparameterized using the optimum six Voigt fit (table 5). The reparameterization gave a consistent result for all exposures and accelerating voltages as illustrated by the residual.

data and method. Our prescription is not dependent upon the selection of any particular fit—it was universal.

It is a significant result that this profile methodology works at all across such a range of accelerating voltages. The accelerating voltage is known to affect the profile, spectrum and peak energies, and changes the profile and peak locations by adjusting the nature and strength of the satellite contributions in the spectrum, which in turn shifts the peaks. Hence naively, each fit should be unique, the profile would change continuously with accelerating voltage, and the best fit for one voltage would be inconsistent with that or the data for another voltage. If any defined characteristic spectrum changes with voltage, then exact accelerating voltage in a calibration must be reported, and repeated, to permit a transferable standard. The main tables of Bearden and Burr [61], or of Indelicato and Deslattes [36], provide no such information or insight. These are the main references used in the modern era, but they neither ask nor address the question of robustness, transferability, or the existence of a calibration standard. Original experimental references may provide their accelerating voltages, but stability remains completely unknown. The best work in this area is that of Diamant et al [57], proving that the profile is not stable to accelerating voltage, so that the assumption of stability or transferability is in general false.

Crystallographers have for decades suggested that to acquire a robust, stable spectrum, the accelerating voltage needs to be 2.5–3 times the desired characteristic energy or absorption edge energy. We have investigated and measured to high precision the profile dependence across the broader range of 2.5–6.25 times the characteristic energy, in the range of 20–50 kV. The profile is stable to the noise limit. This is a far stronger statement than a ‘rule of thumb’ or the narrow recommended safety range of some suppliers. We have rigorously quantified the agreement so that the Cu Kα spectrum can indeed be a strong, robust, transferable standard.

More investigation is certainly needed, especially in the range proven by Diamant et al to be unstable [57]. These studies are both practical for thousands of practitioners, and provide an insight into atomic and many-body physics. A strong argument for stability in this region of accelerating voltage arises from the validity of the impulse approximation for the transition probabilities, where the liberated photoelectron is considered to be instantaneously removed and does not alter the atomic structure [62]. If the relaxation involves the promotion of a valence electron to a higher unfilled level, the photoelectron undergoes an energy loss that appears in the spectrum as a satellite, shake event, or a peak on the higher binding side of the main transitional energy [21]. Studies of this important area, both experimentally and theoretically, have been sparse.

Our study is not in conflict with Diamant et al [57] as their region of instability lies below that of our investigation. Conversely, we confirm for the first time the nature of the stability in the high-energy excitation region. Further studies must investigate more the areas of their earlier insightful investigations. In our high-energy regime, the sudden or impulse approximation should be a reasonable approximation, and the stability we observe proves that this is the case; however, our study does not interrogate the limitations and contributions of shake processes, for example, in the regime where the impulse approximation is no longer valid.

6. Characterization of the 2p satellite

Diamant et al [57] give a theoretical value for the 2p spectator transition at approximately 30 eV above the Kα diagram line. Our peak sits at 8076 eV, consistent with that value. Diamant
et al do not give theoretical values for the 2p parameters, but state that this satellite is a group of seven peaks centred at 8080 eV with a total width of $\sim$10 eV. The width of our peak is within error of their value. In table 6, the 2p peak parameters are robust across the range of energies. Hence we confirm their findings with different experimental settings.

### 7. Nonlinear noise considerations

The $\chi^2$ values in figures 3 and 4 are significantly below 1. However, the true value of the $\chi^2$ test is a monotonic decrease in its value over fit iterations as real physical features are increasingly included in the fit (table 1). This proves indirectly that the assumed normal noise distribution is not adequate for this experimental data. A non-Gaussian noise is the result of not considering shot noise, the Fano factor in the detector, and other possible factors. Fano [42] assumed that the variance in the number of charge carriers in the detector is $\sigma_n^2 = F \langle n \rangle$ where $\langle n \rangle$ is the average number of electron-hole pairs produced by incoming x-ray radiation for a fixed energy loss, $E$. The Fano factor, $F$, accounts for the interdependence of ionization events, i.e. the electron cascade that occurs with an incoming x-ray, causing a reduction in the variance in comparison with Poisson statistics [41]. The Fano factor is then always less than 1. From equation (1), $\sigma_{E}^2 = w^2 \sigma_k^2 = F w E$ leading to a relationship [63–66] between the peak fwhm

$$\delta E_{\text{fwhm}} = \sqrt{F} \sqrt{8 \ln(2)} w E = 2.355 \sqrt{F w E} \quad (3)$$

and the Fano factor,

$$F = \frac{\sigma_{E,\text{experimental}}^2}{\sigma_{E,\text{poisson}}^2}. \quad (4)$$

For a Si detector, only about 10% of the total incoming x-ray energy is converted to electron-hole pairs [65]; the remainder is lost to lattice vibrations, phonons and plasmons. Estimates of the Si quantum yield and the Fano factor vary significantly in the literature [43, 44, 65]. Theoretical values for $F$ in semiconductors disagree with experimentally derived values from a Gaussian treatment of the energy fwhm. Owens et al [65] found a theoretical Fano factor of 0.159 for soft x-rays ($E < 10$ keV), and an experimental Gaussian approximation of 0.142(10) for Si at 170 K, using a quantum yield in Si of 3.679 eV. They attribute the discrepancy to having subtracted off the other sources of noise in quadrature, leading to artificially high values of $F$, when they should have been removed in Fourier space. They note that the low-energy threshold of the detector will narrow peak distributions by filtering out partial energy losses on the low-energy side of the peaks, which will in turn lead to artificially low values of $F$. They corrected their approximation by modelling the changes in $F$ at various energies, and give a final result of $F = 0.157(2)$. We note that [65] gives a result at almost the same temperature as our experiment, so is a good estimate for our purposes.

All existing methods of experimentally determining the Fano factor are variations on subtracting in quadrature the electronic noise from the variance in the obtained profile [44, 67, 68]. The energy resolution of the mercuric iodide detector, $\delta E$ of the fwhm, is defined [69] as

$$\langle \delta E \rangle^2 = \langle \delta E_n \rangle^2 + \langle \delta E_{\text{col}} \rangle^2 + \langle \delta E_F \rangle^2 \quad (5)$$

where $\delta E_n$ is the electronic noise in the detector amplification system, $\delta E_{\text{col}}$ is the noise due to incomplete charge collection, and $\delta E_F$ is the noise due the statistical charge generation in the detector (the Fano noise). This definition assumes that the three noise contributions follow Gaussian statistics, which is not valid for Fano noise. Modern CCDs are now of sufficient resolution that Fano noise dominates above 1 keV [65], making isolation of Fano contributions from other noise possible. This of course depends on all sources of noise being accurately modelled and calculated.

The importance of considering detector physics, quantum yield and Fano factor must be further investigated. The Fano factor is a function of both detector temperature and the energy of the incident x-rays. A Gaussian decomposition of the peak fwhm may lead to an incorrect evaluation of the Fano factor, since the Fano noise does not follow Gaussian statistics and both of these are functions of the quantum yield. Since the least-squares iterative fitting approach assumes Gaussian ($\sqrt{N}$) noise, we can estimate the effect of the Fano noise and quantum yield uncertainty on figure 4; allowing for it should ideally result in a $\chi^2$ of order 1.

### 8. Discussion and conclusions

We have demonstrated the robustness of the Voigt profile fit to the Cu $K\alpha$ spectral profile, investigated the nature of broadening, and presented a new and more accurate parameterization suitable for calibration in other experiments. We present a new method of fitting the x-ray emission profiles that consistently fits similar profiles across a wide range of intensities and exposure lengths, implying that Cu $K\alpha$ can indeed be a highly accurate and transferable standard for energy. Drawing reportable conclusions from such profiles requires a careful understanding of the various x-ray processes that occur in the x-ray source, experimental geometry, and detector physics. The new parameterization is appropriate for calibrations requiring Cu $K\alpha_{1,2}$ spectra. The Voigt prescription, despite the computational complexity, gives a better and more consistent fit than the previous standard. This methodology can now be applied to other important characteristic radiation including copper K $\beta$, but we note that this relative profiling does not depend upon other calibration spectra for its effectiveness.

<table>
<thead>
<tr>
<th>Peak energy (eV)</th>
<th>Width (eV)</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>8076.623(25)</td>
<td>3.844(3)</td>
<td>0.00215(1)</td>
</tr>
<tr>
<td>8076.650(24)</td>
<td>3.848(2)</td>
<td>0.00215(1)</td>
</tr>
<tr>
<td>8076.345(38)</td>
<td>3.807(5)</td>
<td>0.00211(6)</td>
</tr>
</tbody>
</table>
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