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Abstract. We apply the x-ray extended-range technique (XERT) to
measure mass attenuation coefficients over one order of magnitude
more accurately than previously reported in the literature. We describe
the application of the XERT to the investigation of systematic effects due
to harmonic energy components in the x-ray beam, scattering and fluo-
rescence from the absorbing sample, the bandwidth of the x-ray beam,
and thickness variations across the absorber. The high-accuracy mea-
surements are used for comparison with different calculations of mass
attenuation coefficients, and to identify particular regions where these
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1 Introduction

The accuracy of x-ray optical constants can significantly
affect the optimization of an experimental arrangement and
the interpretation of experimental results. For example,
x-ray atomic form factors and mass attenuation coefficients
can affect the interpretation of tomographic and crystallo-
graphic experiments, and can influence the design of x-ray
refractive lenses and zone plates. Despite significant differ-
ences between various tabulations of mass attenuation co-
efficients, these tabulations are often used with little dis-
crimination.

Figure 1 presents the percentage difference between the
mass attenuation coefficients of molybdenum appearing in
the x-ray form factor, attenuation, and scattering tables
(FFAST)'™ and XCOM™ tabulations. The FFAST values
form the zero line. Significant differences between the cal-
culated values are observed across a wide range of energies
both above and below the absorption edge of molybdenum
at about 20 keV, and exceed 15% at some energies. Similar
discrepancies between calculated values are present in all
tabulations, for all elements, and across all x-ray energies.

The results of measurements of the mass attenuation co-
efficients of molybdenum compiled by Hubbell et al.% are
plotted in Fig. 1. These experimental results generally
claim uncertainties of between 1 and 2%. The spread of the
measurements shows that the measurement accuracy is
much poorer than claimed. These measurements are unable
to resolve differences between the FFAST and XCOM
tabulations. Discrepancies between the results of indepen-
dent investigations indicate that there are significant and
undiagnosed systematic errors that have affected the accu-
racy of the measurements.™” This work describes our meth-
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ods for investigating these sources of systematic error and
their effects on the measured mass attenuation coefficients.
We use the x-ray extended-range technique (XERT) and
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Fig. 1 Discrepancies between theoretical predictions and experi-
mental measurements of the mass attenuation coefficient of molyb-
denum presented as a percentage difference from the FFAST
tabulation."™ The difference between the FFAST and XCOM** tabu-
lations is greater than about 4% over most of the energy range
shown here, but rises to over 15% over several keV above the ab-
sorption edge. A variety of measured values are also plotted.®” The
experimenter code referred to in the key is as per Hubbell et al.8’
Differences of 10 to 20% between measured values whose typical
claimed uncertainties are about 2% indicate the presence of unrec-
ognized systematic errors affecting these measurements.
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Fig. 2 Typical arrangement of the experimental components used to employ the XERT.

probe a number of dimensions of the measurement param-
eter space to determine the influence of a range of system-
atic effects on the measured values.'” We make measure-
ments under optimum conditions and continue these
measurements well beyond the optimum range. Critical ex-
amination of the nature of the breakdown of the measure-
ment is used to identify the cause of the measurement fail-
ure, and thus to estimate the implications, if any, on
measurements made under optimal conditions. In particu-
lar, this work describes our treatment of systematic errors
arising from the presence of harmonic energy components,
the effects of secondary radiation (scattering and fluores-
cence), the influence of the finite x-ray energy bandwidth,
and from absorber thickness variations. These methods
have been applied to measurements of the mass attenuation
coefficients  of copper,11 silicon,12 silver,13 and
molybdenum. 1 Explicit tests for the effects of a wide range
of systematic errors have enabled us to rigorously justify
experimental accuracies of between 0.02 to 0.7%.

Figure 2 presents a schematic of the experimental setup
that we have used to measure mass attenuation coefficients.
The exact details of the experimental arrangement vary
slightly in response to the operational details of the syn-
chrotron beamline. We have used bending magnet, undula-
tor, and elliptical multipole wiggler sources to produce a
spectrum of high-brilliance x-rays. The x-ray beam is
monochromated by double reflection from a monochro-
mator, usually silicon, and preferably from planes with a
“forbidden” second-order reflection [such as (111) or
(311)]. The monochromator is usually detuned to reduce
the passage of higher-order harmonics into the beam.'>!°

Counting statistics have limited measurement precision
in a number of reported measurements of mass attenuation
coefficients.'° We have used high-brilliance synchrotron
sources to obtain measurements with high statistical preci-
sion. The improved statistical precision of our measure-
ments has made it possible to detect a range of systematic
effects that would otherwise not be discernible from the
data.

The x-ray beam is collimated to a cross section of ap-
proximately 1X 1 mm? by the use of two orthogonal slits.
An upstream ion chamber is used to monitor the intensity
of the incident beam, and a downstream ion chamber to
record the intensities of the attenuated and unattenuated
beams. We use matched ion chambers, and optimize for
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strong positive correlations between the counts recorded in
the upstream and downstream ion chambers.”"** Accord-
ingly, gas is flowed through the ion chambers in a serial
configuration. We have generally recorded measurements
with correlation R=0.99, which enables us to determine
the ratio of the measured intensities to high precision. This
precision enables us to detect the effects of systematic er-
rors on the measurement with high sensitivity.

A number of specimens of widely differing attenuation
(0.5<[u/p][pt]=<5) are used to measure the x-ray attenu-
ation at each energy. The samples are mounted on the
sample stage, shown in Fig. 2, which is located midway
between the upstream and the downstream ion chambers.
The stage can be rotated about two axes and translated in
two directions orthogonal to the beam. The samples are
placed and replaced in the path of the beam to high preci-
sion by the use of a computer-controlled motorized driving
system.

Daisy wheels? are located between the sample stage and
the ion chambers. These daisy wheels have on their perim-
eters a series of apertures that are used to admit different
amounts of secondary (fluorescent and scattered) photons
into the ion chambers. In addition to these apertures, a large
number of attenuating foils are mounted on the perimeter of
the daisy wheels and these can, like the apertures, be placed
in the path of the beam by suitable rotation of the daisy
wheel. The thicknesses of the daisy-wheel foils are chosen
to span an extremely large range of x-ray attenuations, typi-
cally with 0.01<[u/p][pt]<50 at the nominal x-ray en-

ergy.

2 Harmonic Components

When attenuation measurements are made using a mono-
chromatic x-ray beam, the logarithm of the intensity plotted
as a function of the absorber thickness ¢ falls in a straight
line whose slope is the product of the mass attenuation
coefficient [u/p] and the density p of the foil material, as
described by the Beer-Lambert relation

Iy__|#
ln(l())_ [p]pt’ W

where [ and [ are the attenuated and unattenuated intensi-
ties, respectively. The product [u/plp is sometimes re-
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Fig. 3 The attenuation In(//ly) as a function of the thickness of alu-
minium absorber in the x-ray beam with a silicon monochromator set
to 5 keV. O represents experimental values; solid line is the curve of
best fit corresponding to an admixture of (1.09+0.02)% third-order
harmonic (15 keV) following Eq. (2).

ferred to as the linear absorption coefficient u, but we use
the alternate notation for consistency.

In practice, In(//1,) can be nonlinear with thickness due
to the presence of other spectral components in the beam.
In particular, harmonic multiples of the fundamental x-ray
energy may be present in the beam, especially when their
intensities in the source spectrum are significant. While de-
tuning of the monochromator crystal may suppress the
propagation of these harmonic components in the beam, the
residual effect on the measured attenuation may nonethe-
less be significant.

The relative efficiency of detection of the fundamental
and of the harmonic x-rays influences the effect of any
harmonic components on an attenuation experiment. In par-
ticular, the ion-chamber detectors used in our work exhibit
a rapid decrease in detection efficiency with increasing
X-ray energy, suppressing the harmonic components. How-
ever, the effective harmonic content, i.e., as perceived by
the detector, can still be significant, as was the case in our
measurement of the mass attenuation coefficient of
silicon,12 which we describe here.

For a fraction x of harmonic x-rays (with attenuation
coefficient [u/p],) in the incident monochromatized beam
(with [/ p] the attenuation coefficient for the fundamental
energy), the measured attenuation of the x-ray beam

[/ plimeaspt will be™

1
—{E] pt:ln(-)
P Jmeas 10 meas
:ln{(l—x)exp —[E] pt
plr

+ X exp —[%} pt ] (2)
h

Figure 3 shows the measured attenuation of 11 sets of
aluminium foils (with thicknesses between 15 wm and
1 mm) in the path of an x-ray beam monochromated by a
detuned, double-reflection silicon (111) channel-cut mono-
chromator set to select 5-keV x-rays. These foils were
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Fig. 4 A harmonic component measurement with three well-
calibrated thicknesses provides a constant and reliable indicator of
accuracy in attenuation measurements. Measurements were made
at: ¢ 5.0keV, O 5.2keV, [0 5.4 keV, and A 5.6 keV. Calculated
curves for each energy pass through the measured values.

placed in the beam by suitable rotation of the daisy wheel.
This technique is accurate, reproducible, and rapid. This
work was performed at the bending magnet beamline 20B
of the Photon Factory synchrotron at Tsukuba.

The experimental values follow a straight line until the
thickness of aluminium increases to such an extent that the
detected radiation consists overwhelmingly of the more en-
ergetic 15-keV third-order harmonic. When this occurs, one
observes an inflexion with the gradient approaching that of
[/ plp of aluminium at the energy of the third-order har-
monic.

This inflexion in the plot provides clear evidence for the
presence of a third-order harmonic [the (222) second-order
reflection for silicon is forbidden]. The solid curve in Fig. 3
is the calculated thickness dependence of the attenuation of
aluminium for 5-keV x-rays with an admixture of
(1.09+£0.02)% of the 15-keV third-order harmonic, as can
be confirmed by extrapolating the second linear portion of
the graph back to zero thickness.

A minimum of three samples of accurately known thick-
ness is required to simultaneously determine x, [u/p]; and
[/ ply. If [/ p), is provided by a separate experiment (or
theory), then the use of three samples overdetermines the
problem and allows for error analysis, or alternatively al-
lows the possible observation of an additional harmonic
component. In Fig. 4, we have determined the harmonic
content of the beam at several energies by using three well-
calibrated thicknesses of silicon. Attenuation measurements
of the foils at the harmonic energy, yielding [u/p];,, have
been used to provide the gradient for the harmonic compo-
nent dominating in the high-thickness portion of the graph.
This figure shows clearly the effect of the harmonic com-
ponents on the mass attenuation coefficient measured using
the thickest sample at the lower energies. The harmonic
component decreases rapidly as the fundamental energy in-
creases due to the changing ion-chamber efficiencies and
the lesser amounts of the harmonic x-rays in the synchro-
tron source spectrum. Our measurements of the effect of
the beam harmonic component have enabled us to deter-
mine the mass attenuation coefficient of silicon at these low
energies to accuracies of 0.3 to 0.5%.
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Fig. 5 Percentage discrepancy between the mass attenuation coef-
ficients of silver measured using the large and medium diameter
apertures. The dashed and dash-dot lines show the prediction for
the 10- and 100-um foils used for the measurements.

3 Secondary Radiation

The mass attenuation coefficient [u/p] can be determined
accurately using the setup depicted in Fig. 2, provided the
ion chambers only record the intensities of the attenuated
and unattenuated beams. However, the dominant attenuat-
ing processes in the 1- to 100-keV energy range—
photoelectric absorption and Rayleigh and Compton
scattering—produce secondary x-rays that may also reach
the detectors.

Incident x-ray photons may be elastically or inelastically
scattered by the absorbing material or by the air path. X-ray
fluorescence resulting from photoelectric absorption can
contribute significantly to the recorded count rate when
measurements are made on the high-energy side of an ab-
sorption edge. The contribution of these effects depends on
the x-ray optics and collimation, the photon energy, the
detector response function, and on the atomic number and
thickness of the absorbing sample.

We have made measurements with apertures of various
diameters placed between the absorbing specimen and the
ion chambers. These apertures, mounted on the daisy
wheels, admit various amounts of the secondary radiation
into the detectors. The signature of the admission of sec-
ondary radiation into the ion chamber is a systematic
change in the measured mass attenuation coefficients cor-
relating with the aperture diameter and the sample thick-
ness, and which also varies as a function of photon energy.

Figure 5 shows the percentage discrepancy in the mea-
sured mass attenuation coefficients of silver, comparing
those obtained with a large (16 mm diam) and medium
(8 mm diam) aperture. This figure shows that the value
measured using the large aperture is up to 0.2% less than
that measured using the medium aperture. This effect is
largest immediately above the silver absorption edge at
about 25.2 keV, where the fluorescent yield is greatest, and
where the incident beam is most attenuated.

We have modeled the effect of the dominant fluorescent
and Rayleigh scattered x-rays on the measured mass attenu-
ation coefficients.”* Our model calculates the contribution
to the counts recorded in the upstream and the downstream
ion chambers resulting from fluorescent radiation emitted
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Fig. 6 Values of the mass attenuation coefficient of molybdenum
obtained from measurements in the near-edge region. At each en-
ergy, measurements have been made with three thicknesses of foil,
represented by three different symbols: X for 100 um; + for 50 um;
and ¢ for 25 um. The consistency of the experimental values is too
good for the measurements at each energy to be clearly resolved on
this scale. The gradient of the weighted mean of the measurements
made at each energy is plotted as a dotted line, on a relative scale.

by the absorber and from Rayleigh scattering by the ab-
sorbing material and the air path between the ion chambers.
Self-absorption corrections are applied to all secondary
photons. The prediction of this model is shown in Fig. 5,
and is in good agreement with the observed discrepancies.
These investigations have been carried out in the course of
determining the mass attenuation coefficients of silver ac-
curate to 0.27 to 0.7%."

4 X-Ray Bandwidth

Even the most highly monochromatic source produces a
spectrum of x-rays of finite bandwidth. Typical bandwidths
vary from AE/E=~ 107 for characteristic emission lines, to
AE/E=~107* for x-rays monochromated by reflection from
a crystal monochromator. The most obvious consequence
of having a distribution of energies in the x-ray beam is that
instead of measuring the mass attenuation coefficient cor-
responding to a single x-ray energy, we measure the com-
bined attenuation at these energies weighted by the inten-
sity of each x-ray energy component. Since each energy
component will in general have a different attenuation co-
efficient, the original distribution of energies in the x-ray
beam—the beam energy profile—will change gradually as
the beam is attenuated by the foil, with the less attenuated
components gradually increasing their relative intensity
over the more attenuated components. This change in the
beam energy profile will manifest itself experimentally as a
nonlinearity of the measured mass attenuation coefficient as
a function of foil thickness.”

Away from absorption edges, the mass attenuation coef-
ficient varies sufficiently slowly for the bandwidth effect
not to be detected. However, on the absorption edge the
mass attenuation coefficient changes rapidly and the effect
of the bandwidth is significant. Figure 6 presents the values
obtained from measurements made along the molybdenum
absorption edge. This work was performed on the 1-ID
beamline at X-ray Operations and Research (XOR) sector 1
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Fig. 7 Percentage difference between the mass attenuation coeffi-
cients obtained using the thick (top) and medium (bottom) foils, and
that obtained using the thin foil. The prominent dip in the discrepan-
cies occurring at about 19.995 keV coincides with the point where
the gradient of the mass attenuation coefficient reaches its maxi-
mum value (Fig. 6). A second dip, expected to occur at about
20.006 keV, is not so prominent due to the presentation of the per-
centage difference.

at the Advanced Photon Source (APS). The beam was pro-
duced by an undulator and was monochromated by reflec-
tion from the (3,1,1) planes of a pair of silicon crystals.

The values presented in Fig. 6 are in good agreement
and could be used to report x-ray absorption near-edge
structure (XANES), for example. However, the discrepan-
cies between the values obtained using foils of different
thickness, which cannot easily be resolved in Fig. 6, are
presented in Fig. 7. This figure presents the percentage dif-
ference between the mass attenuation coefficients deter-
mined using the thick (top figure) and medium (bottom
figure) foils and that determined using the thinnest foil.
There is a gradient-correlated discrepancy between the
measured values; the magnitude of the discrepancy in-
creases as the thickness of the foil used to make the mea-
surement increases.

The measured mass attenuation coefficient (subscript m)
is related to the beam energy profile and the “true” mass
attenuation coefficient (subscript 1) by »

em(—{ﬁ] [pt]>=j TEOeXP<—{&] [pt]>dE, (3)
p m,EO 0 p t.E

where E is the central energy of the beam profile and 70 is
the normalized incident beam energy profile, defined as

= Iy
10 = o .
S o1,dE

Elsewhere, we have inverted Eq. (3) under the assump-
tion of the approximate linearity of the mass attenuation
coefficient on the scale of the beam bandwidth, and have
determined the bandwidth of our x-ray beam to be
1.57 eV+0.03 eV at 20 keV.> We have also used the lin-
earized approach to determine a correction to the mass at-
tenuation coefﬁc:lents measured on the absorption edge of
molybdenum Flgure 8 presents the correction to the mass
attenuation coefficients obtained along the absorption edge,

(4)

Optical Engineering

046501-5

percentage correction to the measured [*/,]

XexX R

x X N
+
« * %%, &

o

+ o o Pt et o0
+,0 ®o
to 0000 4 o0®

Lowabeorbvabonabien il

OO

[
=)
>
MALILARILARRRARN LR R AR RRR]
|ARAL AR RARS RARS RARS RARIRARY |
x
+
x

°
-
[t

)

s 5 » w533 3%

19.985 19990 19.985 20.000 20.005 20.010
Energy (keV)

N
o
2
7]

Fig. 8 Percentage correction to the mass attenuation coefficients
measured in the neighborhood of the absorption edge and in the
region of the XAFS, evaluated using the linearized approximation.

and shows that the finite x-ray bandwidth has affected the
measurements by up to 1.4%. The structure shown in Fig. 8
is significant, and would be of interest to x-ray absorption
fine structure (XAFS) and XANES investigations.

5 Full-Foil Mapping Technique

17-19,26-29 .
In a number of recent reports it has been observed

that, at between 0.5 to 2%, the dominant and limiting
source of error in the measurement of mass attenuation co-
efficients is the accurate determination of the thickness of
the absorber along the path traversed by the x-ray beam.
We have developed a full-foil mapping technique for deter-
mining the mass attenuation coefficient on an absolute
scale, which overcomes previous limitations due to uncer-
tainties in the thickness of the absorber.

Traditionally, the local value of the integrated column
density has been determined as the product of the density
and the thickness. The local thickness was determined by a
variety  of techniques using mlcrometry, 1,12.29,20,50
proﬁlometry, , optical microsco]l)P/ step proﬁlometry,
and x-ray scanning techniques. Measurements of
sample thickness have the advantage that they probe the
variation of the thickness across the surface of the foil.
However, each of the techniques mentioned is subject to a
range of fundamental limitations affecting its precision and
accuracy, which are difficult to overcome,ll % and which
represent a major limitation on the precision and accuracy
of the determination of the mass attenuation coefficient.

More recent measurements have used the areal density
of the absorber, which we term the integrated column den-
sity, for the determination of the mass attenuation
coefficient, !1+1%17-19.26:28.34-36 However, these measure-
ments have generally been limited to accuracies of 0.5 to
2% due to variation in the thickness, which has limited the
determination of the local integrated column density of the
absorbing specimen along the column traversed by the
beam.

The Beer-Lambert equation describes the attenuation of
x-rays of a given energy passing through an absorber by

—1n<11) = [ﬁ}[pt]xy, 5)
0/ xy P

where I and I, represent the attenuated and unattenuated
beam intensities, respectively, [u/p] represents the mass
attenuation coefficient of the absorbing material at a given
energy, and [pt],, the integrated column density along the
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rofile

Fig. 9 Attenuation profile of a molybdenum foil. The attenuation
profile was produced from an x-ray scan of the foil mounted in a
plastic holder. The small holder contribution was fitted and sub-
tracted from these measurements. The x-ray beam used to make
the measurements was 1Xx1 mm? and measurements were taken
at 1-mm intervals across the foil.

path taken by the x-ray beam through the location (x,y) on
the absorber. It is obvious from Eq. (5) that measurements
made at a single (x,y) location on an absorber cannot be
used to determine the mass attenuation coefficient to a
higher level of accuracy than that to which the integrated
column density of the absorber at that point is known.
The mass attenuation coefficient of a foil absorber can
be determined by measuring the attenuation at (x,y) loca-
tions to determine an attenuation profile —In(I/1),, of the
absorber. The mass attenuation coefficient can then be de-
termined from the average of the measured attenuation pro-
file, since for a homogeneous sample with fixed [/ p]

1 M Bl | |m
'“‘(70);{;}WfH“’WHX’ (©

where the mass m of a given area A of the foil is used to
determine the average integrated column density [ pt]. The
mass and area of the foil can be measured to high accuracy
using well-established techniques, for example by using an
optical comparator to determine area and an accurate mi-
crogram balance to measure mass. In sharp contrast to the
previously mentioned techniques, this technique can be
used to determine the mass attenuation coefficient to high
accuracy without directly determining the local integrated
column density at any point of the absorber.

Figure 9 shows the attenuation profile of a nominally
254- um-thick molybdenum foil. This attenuation profile
has been determined from the attenuation measurements of
the sample mounted in a plastic holder. To determine the
attenuation profile of the absorbing sample alone, we have
subtracted the small fitted holder component from the mea-
sured attenuation profile.
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Fig. 10 Our measured values of the mass attenuation coefficients
of molybdenum as a percentage difference from the tabulated
FFAST values."™ Measurement uncertainties of 0.02 to 0.15% are
indicated by the error bars. Also shown are the percentage differ-
ences between the tabulated XCOM*® values and the experimental
values tabulated by Hubbell et al.,®” compared with FFAST.

Using this technique, we have recently determined the
mass attenuatlon coefficients of molybdenum to an accu-
racy of 0. 028% and of silver to accuracies in the range
0.27 to 0.7%.>* Measurements of the attenuation profile of
the silver foils at different energies have confirmed the re-
producibility of the measurement at this high accuracy.

6 Discussion: Informing Form-Factor
Calculations

We have measured the mass attenuation coefficients of
copper,11 silicon,'? silver," and molybdenum14 using vari-
ous synchrotron sources. Following the principles of the
XERT, measurements were made over an extended range of
every dimension of the measurement parameter space, and
were investigated for evidence of systematic errors. We
have developed a technique to determine an accurate value
of the mass attenuation coefficient from raster measure-
ments made across the surface of an absorber. We have also
detected and corrected effects resulting from a small frac-
tion of harmonic energy components in the synchrotron
beam, from fluorescent radiation produced in an absorbing
specimen, and from the finite bandwidth of the x-ray beam.
By applying these techniques, we have improved measure-
ment accuracies by over an order of magnitude.

Figure 10 presents our measured values for molybdenum
compared with the FFAST tabulated values. Also shown are
the XCOM calculated values and the experimental values
tabulated in Hubbell et al.,° compared to the FFAST val-
ues. The trend of the percentage difference between our
values and the FFAST tabulation is generally smooth to
within the claimed measurement uncertainty, indicating that
the uncertainties are appropriately estimated. By contrast,
the point-to-point variations in the trend of the measure-
ments tabulated by Hubbell et al. are typically no better
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than 1 to 2% and are therefore the limiting possible preci-
sion of any of these measurements, with the accuracy nec-
essarily being poorer. The large inconsistencies between the
different sets of measurements prove the magnitude of
present systematic errors in those datasets. We believe that
our measurements are free from such systematic errors be-
cause we have explicitly investigated our measurements for
their presence and have proven that each has a small or
negligible remaining signature in our results.

The XCOM tabulated values exhibit a large oscillation
with respect to the FFAST values over the energy range
from 20 keV to 30 or 40 keV. Oscillatory behavior in the
calculated values has been observed elsewhere'” and may
be the result of an incompletely converged calculation. Our
measurements clearly suggest that the XCOM tabulation is
in error in this region. Above about 40 keV, the XCOM
values are in good agreement with our measurements.

The FFAST tabulation estimates uncertainties—arising
from calculational convergence precision and the limita-
tions of various approximations—at about 50% within Ey
=E=1.001Eg, 10 to 20% within 1.001Ex<=E=<1.1Eg, 3%
within 1.1Ex<E=<1.2E, and 1% for E= 1.2E (Eg is the
K-shell absorption-edge energy). These estimates are in ac-
cord with the differences of Fig. 10. The difference be-
tween our measurements and the FFAST tabulation is
stable at about 0.5 to 1% at energies above 25 keV. Below
the absorption edge, the measurements exhibit a more com-
plex pattern of discrepancy, but fall between the XCOM
and FFAST values.

The measured values are 1 to 3% higher than the FFAST
tabulated values within a range of about 5 keV above the
absorption edge. Although this is within the FFAST uncer-
tainty, a similar above-edge enhancement observed for
copperll and silver" suggests that the FFAST values are
systematically low in this region. The presence of this dis-
crepancy in measurements of three elements indicates new
physics in the above-edge energy region.l‘%’m’%’39 Further
experiments are required to determine whether this discrep-
ancy is present for other elements and above other (e.g.,
L-shell) absorption edges. Such measurements will provide
further clues that will inform future calculations of the
mass attenuation coefficients.
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