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Measurements of mass attenuation coefficients and X-ray absorption fine

structure (XAFS) of zinc selenide (ZnSe) are reported to accuracies typically

better than 0.13%. The high accuracy of the results presented here is due to our

successful implementation of the X-ray extended range technique, a relatively

new methodology, which can be set up on most synchrotron X-ray beamlines.

561 attenuation coefficients were recorded in the energy range 6.8–15 keV with

measurements concentrated at the zinc and selenium pre-edge, near-edge and

fine-structure absorption edge regions. This accuracy yielded detailed nano-

structural analysis of room-temperature ZnSe with full uncertainty propagation.

Bond lengths, accurate to 0.003 Å to 0.009 Å, or 0.1% to 0.3%, are plausible and

physical. Small variation from a crystalline structure suggests local dynamic

motion beyond that of a standard crystal lattice, noting that XAFS is sensitive

to dynamic correlated motion. The results obtained in this work are the most

accurate to date with comparisons with theoretically determined values of

the attenuation showing discrepancies from literature theory of up to 4%,

motivating further investigation into the origin of such discrepancies.

1. Introduction

X-rays can act as direct probes into many systems, due to their

strong depth penetration, energy-dependence and their non-

destructive nature. Absorption and scattering interactions of

X-rays are quantifiable, with the accuracy of measurements

being dominated by the availability of accurate values for

X-ray mass attenuation coefficients. In situations where

attenuation coefficients are available and accurate, the

absorption and scattering interactions of X-rays with matter

can be used to create a more precise probe. X-ray absorption

fine structure (XAFS) can measure dilute or disordered

systems (Chantler et al., 2015) which cannot be probed by

other methods such as X-ray diffraction (XRD) or electron

microscopy. This has led to new and important discoveries in a

variety of disciplines from chemistry to biomedicine to agri-

culture (Waychunas et al., 1993; Neidig et al., 2011; Chevallier

et al., 2014).

XAFS consists of complex oscillations in the region above

the edge of the X-ray absorption spectrum. Photoelectrons

backscatter from neighbouring atoms toward the photo-

emitter causing quantum mechanical self-interference of the

photoelectron with its own wavefunction.

Synchrotrons provide high-flux, dependable, coherent,

tunable sources of X-rays. The first synchrotron revealed

the potential of high-brightness X-ray sources (Johnston &
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Tomboulian, 1954). Later, large-scale synchrotrons with

storage rings were being designed and built (Kincaid &

Eisenberger, 1975). The subsequent observation that XAFS is

highly sensitive to small changes in local structure developed a

field of probing regions close to a photoemitter. This sensi-

tivity led to successful XAFS investigations of atomic struc-

ture, electron density, coordination number and the

conformational properties of condensed matter systems

(Stern, 1974; Rehr & Albers, 2000; Beale & Weckhuysen,

2010). XAFS is currently used to fingerprint materials in the

X-ray absorption near-edge structure (XANES) region and

to support structural conclusions about the dynamic local

environment of (for example) partially disordered systems

(Mathey et al., 1985). XAFS analysis has precision enough to

discriminate between alternate hypotheses for local bonding

and nanostructure (Chandesris et al., 1990).

The highly sensitive nature of XAFS has exposed long-

standing discrepancies between theoretical calculations and

experimental measurements of mass attenuation and has

prompted improvement of its own measurement and analy-

tical techniques. Improvements range from the introduction of

curved wavefront corrections in the 1980s (Barton & Shirley,

1985a), the analysis of systematic and statistical errors in the

1990s (Filipponi, 1995; Booth & Hu, 2009), to more contem-

porary approaches using applications of density functional

theory (Ladeira et al., 2001; Bourke & Chantler, 2012). These

improvements range from the development of high-pressure

sample cells (Brugger et al., 2007), to extended-range

measurement techniques for high-accuracy quantification, and

elimination of systematic errors (Tran et al., 2003a; Chantler,

2009).

Several latest improvements are characterized by the X-ray

extended range technique (XERT), where measurements are

capable of determining mass attenuation coefficients with

uncertainties below 0.1% for a several keV energy range.

XERT has produced some of the highest-accuracy absolute-

measurements of mass attenuation coefficients to date

(de Jonge et al., 2005). The accuracy is achieved by painstaking

measurements during XERT experiments where, for example,

all contributions to beam intensity are measured and all

systematic effects precisely quantified, allowing corrections

for these in subsequent analysis.

Modern X-ray physics is currently limited by the accuracy

of attenuation coefficients. Despite X-ray attenuation being

known and measured for over a century, claimed accuracies of

mass attenuation coefficients are seldom better than 1–2%.

This limits rigorous testing of atomic theories and renders

deeper investigations unreliable (Chantler et al., 1999, 2001).

Medical diagnostics such as with computed tomography (CT)

scans would yield better resolution given more accurate

attenuation coefficients for the constitutional elements of the

human body (Huang & Wu, 1976), with higher accuracy scans

improving CT for example as a diagnostic tool.

In this work we use XERT to obtain the highest accuracy

mass attenuation coefficients for zinc selenide. Zinc selenide

is known to crystallize into two different atomic structures:

zincblende (3C) and hexagonal close packed (2H/wurtzite)

(Huang & Ching, 1993; Triboulet et al., 1995). The transition

temperature of zinc selenide (Kikuma & Furukoshi, 1985;

Fedorov et al., 1991) from the 3C to 2H phase at standard

pressure is over 1000�C (1425�C and 1680�C for the above

references, respectively) with no regions where both structures

can exist simultaneously. This is supported by numerous other

X-ray diffraction (XRD) studies of the crystal structure which

when conducted at room temperature have all found ZnSe to

be in the zincblende phase (Indirajith et al., 2014; Yang et al.,

2016; Kwon & Park, 2014). This work was conducted at 22�C

so the zincblende structure is expected with lattice constant

a = 5.6696 Å (Sritharan et al., 1984).

Most investigations of zinc selenide are in relation to its

semiconductor properties with particular interest in the posi-

tioning of dopants implanted within the lattice (Cooper et al.,

2015). XAFS analyses of zinc selenide and most structural

determination have investigated the Fourier transform of the

fine-structure function (Diop & Grisenti, 1995; Kwon & Park,

2014) where uncertainties are often not propagated or esti-

mated (Cooper et al., 2015). The use of modern computational

modelling with full propagation of experimental errors

(Schalken & Chantler, 2018) allows for a more robust analysis

than previously obtainable.

There has been a continued long-term inconsistency in the

dispersion of X-rays leading to a breakdown of Friedel’s law

(Mair et al., 1971) especially in the Bijvoet ratios of X-ray

crystallographic structures of binary compounds with dual

edges (Stevenson & Barnea, 1983a). Highly accurate mass

attenuation measurements of zinc selenide are critical to

address this.

XRD measurements of extended-face crystals including of

zinc selenide (Stevenson & Barnea, 1983b; McIntyre et al.,

1980) show significant discrepancies between predicted theory

for the Bijvoet ratios (B) given by

B ¼
IH � I �HHð Þ

ð1=2Þ IH þ I �HHð Þ
; ð1Þ

where IH and I �HH are the diffracted intensities from reflections

of the form fhklg. Bijvoet Ratios can provide great insight into

the determination of phases in structural analysis, in theore-

tically computed scattering factors and absolute configurations

of molecules (Freeman et al., 1977). Determinarion of the

Bijvoet ratio usually proceeds by considering the transmission

factor,

A ¼
1

2�

�
1� c cosð�Þ

�
; ð2Þ

where � is the linear absorption coefficient, � is the azimuth of

the projection of the normal to the crystal surface in a plane

parallel to the diffracting planes, and c is a constant. After

correction for transmission, the ratios are strongly energy-

dependent, and in particular the discrepancies with current

extinction theory reach up to 6.4% for the 331 reflection which

is far greater than the largest error estimates. This discrepancy

has persisted for decades and there is still no theoretical

prediction which matches the experimental results. Given the

sensitivity of the Bijvoet ratios to thermal parameters, and to
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both the imaginary and real component of the atomic form

factor, an in-depth study of the X-ray absorption character-

istics of zinc selenide should aid in promising a deeper

understanding of this longstanding problem. It seems that the

energy dependence of the ratios may be a critical and sensitive

probe of anomalous scattering and perhaps of XAS.

2. Experimental details

Measurements were taken at the Australian National Beam-

line Facility (ANBF) using the bending magnet 20BM at the

Photon Factory in Japan. After a Si (111) double-crystal

monochromator and collimation to a 2 mm � 1 mm cross-

sectional area, the X-ray beam was then passed through the

high-resolution powder diffractometer BigDiff (Barnea et

al., 1992) utilizing powder diffraction samples in capillaries:

National Institute of Standards and Technology (NIST)

Standard Reference Materials (SRM) Si 640c and LaB6 660a.

The incident and transmitted intensities through the samples

were then recorded by two 18.5 cm ion chambers with the

ionizing nitrogen gas flowed in series (see Fig. 1) in order

to ensure high positive correlation between measurements

(Chantler et al., 2000).

To quantify the attenuation-dependent systematic errors

such as detector linearity and harmonic content, three high-

purity zinc selenide foils were chosen for this experiment, each

having a cross-sectional area of 1 cm � 1 cm, with nominal

thicknesses of 25 mm, 50 mm and 100 mm. These foil thick-

nesses were chosen such that at least one of them at a given

energy would satisfy Nordfors’ criterion [2 < lnðId =IuÞ < 4]

(Nordfors, 1960), optimizing the signal-to-noise ratio of

measurements. The foils were sourced from Crystran and

synthesized from zinc vapour and H2Se gas, forming sheets on

graphite susceptors.

Directly upstream and downstream of the foils were two

daisy wheels with apertures of varying sizes to quantify the

scattered and fluorescent secondary photons produced by the

sample. The daisy wheels also contained several aluminium

foils of varying thicknesses used to measure the harmonic

content of the beam.

3. Measurement and analysis

3.1. Measuring attenuation from count rates

Measurements of the incident and transmitted intensities of

the X-ray beam were made by recording the number of counts

in the respective ion chambers (Chantler et al., 2000; Tran et

al., 2003a). The ion chambers produce a non-zero count rate

when not exposed to any X-rays, the dark current, caused by

both the leakage current and the electronic bias potential in

the detection system. The effects of dark current become very

important for thick foils at high attenuation (such as the

immediate post-edge region where the XAFS is located) and

can easily become a dominant source of uncertainty if not

regularly monitored during the experiment. Each measure-

ment was repeated ten times, in multiple combinations, so that

measurements taken with the synchrotron beam off quantify

the dark current, and average of the intensity ratios becomes

R ¼
Id � dcd

Iu � dcu

� �
; ð3Þ

where Iu is the upstream and Id is the downstream ion

chamber reading, and dcu and dcd are the upstream and

downstream ion chamber dark current readings, respectively.

The ratio of the measured incident and attenuated inten-

sities will also not be fully representative of the true

attenuation of the sample due to the difference in the elec-

tronic amplification of the ion chambers, and the (air)

absorption between the ion chambers.

To account for this effect ion chamber readings were

recorded with no sample in the beam path – these are referred

to as blank measurements. Once the blank measurements

have been taken, we can relate the ion chamber readings to

the mass attenuation coefficient via the Beer–Lambert law

(Beer, 1852; Swinehart, 1962; Fuwa & Valle, 1963),

�

�

� �
½� t� ¼ � ln

Id � dcd

Iu � dcu

� �
s

�
Id � dcd

Iu � dcu

� �
b

" #
; ð4Þ

where ½�=�� is the mass attenuation coefficient and ½� t� is the

integrated column density, while the subscripts s and b refer

to sample and blank signals, respectively. The measured
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Figure 1
Schematic of the experimental layout. The collimated monochromatic beam was analysed in the BigDiff powder diffractometer to determine the beam
energy. Ion chambers provided the monitor and detector signals for the experiment. Daisy wheels were configured to measure scattering and harmonic
contributions. The three zinc selenide foils were mounted on the sample stage to determine the thickness-independent mass attenuation coefficient.



attenuation of the three samples after correction for dark

current and blank signals are displayed in Fig. 2.

The uncertainty in the repeated measurements for the

intensity ratios is reported here as the standard error, which is

added in quadrature with the uncertainty in the dark current

measurements. These uncertainties become dominant for

highly attenuating samples (Chantler et al., 2012),

�2
R ¼ �

2
s:d: þ

@I

@ðdcdÞ
�dcd

� �2

þ
@I

@ðdcuÞ
�dcu

� �2

ð5Þ

¼ �2
s:d: þ

Id � dcd

Iu � dcu

� �
�dcu

Iu � dcu

� �� �2

þ
�dcd

Iu � dcu

� �2

; ð6Þ

where �s:d: is the standard deviation of the ratio of intensities

(Iu=Id). The final uncertainty in the attenuation of each foil is

given by the quadrature sum of the blank measurement and

the sample measurement,

�½�=��½� t� ¼
�I

I

	 
2

s
þ

�I

I

	 
2

b

� �1=2

: ð7Þ

The blank and dark current are the two

most critical corrections that must be

made to any X-ray absorption data. In

this work the dark current correction

alone adjusted the final ½�=�� value of

the 25 mm sample by up to 3.28%, while

the 100 mm sample was corrected by up

to 40.7%. The blank correction has an

even more profound effect reducing the

value of the mass attenuation coefficient

for the 25 mm sample by up to 51.3% and

the 100 mm sample by 23.1%. Although

the magnitude of these corrections are

very significant in most beamlines, and

also herein, the very high count rates in

both the upstream and downstream ion

chambers mean that the blank normal-

ization introduces very little uncertainty into the resulting

measurements.

3.2. Full-foil mapping procedure

The relative variation in the integrated column density of

the 100 mm foil sample was mapped by scanning the beam

across its total surface in step sizes smaller than the beam size

of 2 mm � 1 mm at 9.592 keV, an energy chosen as it lies just

below the zinc K-edge, where the sample has low attenuation,

making our readings less sensitive to systematic effects such

as dark current errors and fluorescent scattering (see

Section 5.2). This enables determination of the integrated

column density of the central point of the foil through

which the main attenuation measurements were carried out

(de Jonge et al., 2004a). The relative 2D map of the integrated

column density is illustrated in Fig. 3 and indicates key

structural features such as the perspex holder on the left and

right on which the samples were mounted. The side edges

were excluded for further analysis, as opposed to some other

investigations using XERT. The significance of this on

analysis is small but contributes to the absolute measurement

uncertainty.

The average attenuation of the foil ½ð½�=��½� t�xyÞF� can be

directly related to the average integrated column density such

that

�

�

� �
½� t�xy

� �
F

¼
�

�

� �
½� t�xy ¼

�

�

� �
m

A
; ð8Þ

allowing for the absolute value of the mass attenuation coef-

ficient to be determined with accurate knowledge of the mass

m and the area A. The mass was measured using a microgram

Mettler microbalance and the area was determined by

mapping the perimeter of the sample with a series of points

using an optical comparator and then using the formula
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Figure 3
Attenuation profile of the 100 mm foil at 9.592 keV as a function of its x and y position and
illustrating three regions of interest. The first is the near-flat central region where the beam only
passes through the foil. The second region of interest is the sharp slopes at the top and bottom of
the foil where only a fraction (ai) of the beam is incident on the foil and the remainder passes
through air. The third region relates to the two spikes to the left and right of the central region
where the beam passes through both the foil and the perspex mount.

Figure 2
Measured attenuation ½�=��½� t� for 25 mm (�), 50 mm (+) and 100 mm
(�). The attenuation level ½�=��½� t� varied from �0.5 and �8, covering
an approximately four orders of magnitude change in the attenuate
intensity. Measuring this extended range of attenuation required
precision calibration of the detection system and allowed accurate
quantification of attenuation-dependent systematic errors.



A ¼

��Pn�1
i¼ 0 xi yiþ1 �

Pn�1
i¼ 0 yi xiþ1

��
2

; ð9Þ

where x, y are the horizontal and vertical coordinates of each

point and n is the total number of points mapped.

The average foil attenuation was evaluated by

�

�

� �
½� t�xy

� �
F

¼

P
i ai

�
�

h i
½� t�i

	 

P

i ai

; ð10Þ

where ai is the cross-sectional area of the beam hitting the foil,

which is determined by examining and extrapolating the edge

structure. The final uncertainty in the mass attenuation coef-

ficient is

�½�=��
½�=��

¼
�A

A

� �2

þ
�m

m

� �2

þ
�½�=��½� t�

½�=��½� t�

� �2
" #1=2

: ð11Þ

In order for equation (8) to be valid, the foils must be oriented

perpendicular to the X-ray beam, yet the foils are always

slightly misaligned by an angle �. This misalignment leads to

the effective thickness of the foil changing as t =cosð�Þ and

hence should be quantified and corrected. This was done by

fitting such a model to additional attenuation measurements

taken of the foil as its orientation was varied in both the

horizontal and vertical directions. This correction to the

attenuation and its resulting uncertainty were both explicitly

measured to be insignificant in comparison with other sources

of error.

The average attenuation determined by the full-foil

mapping procedure was ½�=��½� t� = 1.93597 with �½�=��½� t� =

0.017% leading to a mass attenuation value of ½�=�� =

40.0043 	 0.13% (cm2 g�1) with the error being dominated by

the uncertainties �A and �m. The thickness of the foil at the

central position where the main measurements were taken was

therefore determined to be t = 90.9652 mm 	 0.130%.

3.3. Uncertainty of full-foil mapping

After systematic corrections, the mass attenuation coeffi-

cient at each energy is then determined by taking the weighted

average of all three foils i = 1! 3. The statistical uncertainty r

from the variance of the absorption measurements is

�½�=��
� 


r
¼

P
i wi ½�=��i � ½�=��
� 


N
P

i wi

" #1=2

; ð12Þ

where wi = 1=�2
i and N is the total number of measurements.

Hence the absolute uncertainty (a) is

�½�=��
� 


a

½�=��
¼

�½�=��
� 


r

½�=��

� �2

þ
�½�=��
� 


ff

½�=��ff

� �2
( )1=2

; ð13Þ

where the subscript ff represents the full-foil mapping result of

the previous section.

4. Determination of photon energies

The photon energies for this experiment were determined by

recording powder diffraction patterns of NIST SRMs LaB6

(660a) and Si (640c). All diffraction measurements were made

using the BigDiff powder diffractometer set up in Debye–

Scherrer geometry (Fig. 4). The image plates used to detect

the diffracted X-rays are placed around the inside surface of a

(large 100 cm radius) cylinder and the powder is placed in

capillaries aligned with the beam axis along the centre of the

cylinder. 2� records the position of the diffraction peaks.

The specific image plates used in this experiment were

photostimulable phosphor plates, five to eight of which were

used in this experiment with each one recording a different

angular range. Between exposures image plates were trans-

lated behind internal slits, producing a sequence of narrow

strips containing diffraction patterns. Image plates were digi-

tized by a Fuji BAS2000 scanner (Cookson, 1998). Images of

radioactive fiducial markers inset at known positions at the

edges of the BigDiff image plate holders appeared on each

image plate. These were used to assign the angular scale for

the diffraction patterns as part of the image plate data

extraction process using PPDA (Hester et al., 2020). This data

was then used to obtain a directly analysable intensity versus

angle diffraction spectrum where it is then possible to deter-

mine the exact centre of each of the diffraction peaks by fitting

a Voigt spectral profile with a quadratic background to each

one and extracting the centroid value. Each peak was then

assigned an hkl Miller index in a highly automated process.

Once each peak had been assigned the correct hkl value

it could be simultaneously fitted to the modified form of the

Bragg equation,

sin � þ ��Pi
þ ��y þ ��z

� 

¼

hc

2dEcal

; ð14Þ

with
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Figure 4
Schematic of the BigDiff powder diffractometer. Numbers ranging from 1
to 8 label the image plates that were collected and analysed.



��y ¼
�y

R
cosð2�Þ and ��z ¼

�z

R
cosð2�Þ; ð15Þ

where �y and �z are the small vertical and horizontal sample

offsets in alignment of the beam from the centre of BigDiff,

R is the distance from the capillary to the image plates, �Pi
is

the image plate offset for the ith plate and d is the lattice

spacing.

Each energy was fitted separately with all plates fitted

simultaneously. The goodness of fit �2
r never exceeded 4.6,

indicating that our model was accurate. Two independent

linear fits modelled the data (Fig. 5),

Ecorr � EEnc ¼ cþm EEnc � E0ð Þ; ð16Þ

where Ecorr is the corrected energy, EEnc is the encoder energy

from the monochromator, and E0 is a reference energy in the

middle of the data in order to reduce correlations in our final

uncertainties. Above 9.5 keV, where the harmonic content was

insignificant, the monochomator was tuned to maximize the

incident intensity. Below 9.5 keV, where the harmonic content

can become increasingly significant, the monochromator was

detuned to minimize the harmonic content, which naturally

changes the beam energy compared with a nominal encoder

calibration.

The fit resulted in the following values: c1 = 17.71 	 0.12 eV,

m1 = 3.644 � 10�3
	 7.8 � 10�5 and c2 = 41.73 	 0.06 eV,

m2 = 5.411 � 10�3
	 3.6 � 10�5 for the first and second linear

regions, respectively.

The corresponding uncertainty is calculated using the

covariance matrix. The uncertainty, defined as the root mean

square of the residuals, is

� ¼

P
j Ecorr � EEncð Þj�Efit j

h i2

�2
j

,X
j

1

�2
j

; ð17Þ

where ðEcorr � EEncÞ � Efit are the residuals of the fit shown

in Fig. 5. Evaluation of this gives an additional 0.93 eV to the

uncertainty of the first fit and 0.82 eV to the second.

5. Correcting for systematic errors

5.1. Harmonic contamination

Determination of the harmonic component of the

synchrotron beam followed Tran et al. (2003b). The process

involves measuring the attenuation of 15 aluminium foils that

ranges from 10 to 4000 mm and measurements were taken

every 1–2 keV from 15 keV down to 8 keV. These attenuation

measurements are then fitted to the following equation,

I

I0

¼ 1�Heffð Þ exp �
�

�

� �
f

½� t�

� �� �

þHeff exp �
�

�

� �
h

½� t�

� �� �
; ð18Þ

where Heff is the effective harmonic parameter and ½�=��f and

½�=��h are the attenuation coefficients at the fundamental and

higher-order harmonic energies.

Because of ideal detuning, harmonic content was insignif-

icant and below measurement uncertainty. This method has

been used successfully at the 20B beamline of the Photon

Factory to determine harmonic content of the beam (Glover et

al., 2008). Previous studies have detected harmonics below

8 keV but it has been found negligible at higher energies.

5.2. Fluorescence

Secondary photons in the form of X-ray fluorescence can

cause a systematic error in the measured mass attenuation

coefficient (Tran et al., 2004) and were clearly observed in this

data. Fluorescence is most prominent in energy regions just

above the zinc and selenium K-edges, where the emitted K�

and K	 photons enter the detectors causing the systematic

error.

Fluorescence was most prominent for thicker samples

having up to a 0.4% effect on our final measurements.

Fluorescent emission is isotropic, so varying the aperture size

allows us to measure the fluorescence magnitude (Glover et

al., 2010). Here we must model contributions from both the

zinc and selenium K-edges simultaneously. The effect was

modelled by interpolating the K-edge absorption tables

generated by NIST (Chantler, 1995) for both zinc and sele-

nium.

These values were combined to obtain values of the K-edge

absorption of zinc selenide by using

�

�

� �
ZnSe

¼ wZn

�

�

� �
Zn

þ wSe

�

�

� �
Se

; ð19Þ

where wZn and wSe are the fractions by atomic weight of zinc

and selenium in zinc selenide, respectively.

After correction, we see good agreement in attenuation

across all apertures and energies. The resultant contribution

to uncertainty was given by examining the difference in the

average value of the downstream count rates between the

smallest and largest apertures. This error in the count rate is

then added to �cd in equation (6). The estimated uncertainty

is a slight overestimate, as the smallest aperture result will

always be close to the true value of ½�=�� and any deviation
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Figure 5
Calibration curve of measured energies versus the nominal encoder
energies fitted to determine the correction to nominal encoder energies.



from this will come from an over- or under-correction for the

larger apertures. The magnitude of the correction due to

fluorescence to the value of ½�=�� is small with the maximum

correction to the 25 mm, 50 mm and 100 mm samples being

0.046%, 0.11% and 0.67%, respectively. The correction is

largest within the XAFS region and varies with attenuation, so

can significantly alter the fine structure even after background

subtraction. This makes this correction important (Fig. 6).

We investigated the possibility of ionization of the zinc

atoms by the (selenium) fluorescent photons absorbed by zinc

atoms, emitting additional fluorescent photons that reach the

detectors, because the energy of the selenium K� and K	

photons are above the K-edge of zinc. A model was

constructed and the effect was found to have negligible

contributions across all foils, apertures and energies.

5.3. Monochromator drift

Monochromator drift is seen regularly in data from several

beamlines and certainly from ANBF. After a (large) change of

energy to the next step, the monochromator gearing takes

some time to settle so that the true energy of the beam is

drifting with time even while the feedback monochromator

encoder might have settled, and indeed this process can take a

couple of minutes. It is better to characterize this with step

measurements and continuous scan measurements will have

this with an unknown and uncalibratible magnitude.

In our method, the first 20 s after a change in energy were

spent taking dark current measurements, allowing the mono-

chromator to settle by the time most attenuation measure-

ments started. The experiment was constructed with either

the 25 mm or 100 mm sample recorded first, so that the 50 mm

sample was always completely unaffected by this systematic

and can monitor the systematic. The effects of mono-

chromator drift were observed in a handful of measurements

in this experiment, when the stepwise change in energy and

monochromator angle was large, greater than 50 eV, so the

XAFS region was unaffected.

The energy drift �Edrift is dependent upon the step size in

energy �E as well as the time since the change in energy �t,

�Edrift ¼ ��E exp
��t




� �
: ð20Þ

� and 
 were fitted parameters. The resultant change in the

measured mass attenuation coefficient is then given by

�½�=�� ¼ �Edrift

d½�=��

dE
: ð21Þ

The time constant 
 of 33.6	 1.8 s shows good agreement with

previous work at this beamline (Glover et al., 2008). The

magnitude of the drift at time t = 0 [� in equation (20)] was

found to be 0.106	 0.04 eV. The model was used to correct for

the effect of monochromator drift on the affected measure-

ments and the appropriate uncertainty contributions were

included (Fig. 7).

The error introduced by the correction was taken to be the

difference in the resulting correction when adjusting 
 and �
by the error of their respective fits. The maximum correction

was found to be 0.159% at 9.3298 keV with the resulting

uncertainty being 0.0167%. This systematic was small (Glover

et al., 2008) and only became noticeable after correction for

the fluorescent contributions. Whilst not a dominant

systematic herein, monochromator drift is important to keep

track of, especially when taking fewer more widely spaced

attenuation measurements where the corrections can become

more significant, or when calibrating other continuous scan

measurements.

5.4. Bandwidth

The bandwidth of the beam depends upon the finite

distribution of the lattice spacing of the monochromator under

thermal stress, the acceptance angle and the divergence of the
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Figure 6
Effect of our correction for fluorescent scattering showing uncorrected
(�) and corrected (+) measurements, showing both the attenuation data
(top) and downstream ion chamber readings (bottom). With all 200
readings repeated at the same energy the data is broken up into five
segments, each containing 40 one-second measurements, where different
daisy wheel apertures were being used. Both the attenuation and count
rates are far more consistent across the apertures after correction, with
the value of ½�=�� increasing by 0.056% and the associated uncertainty
reducing from 5:743� 10�3 to 2:255� 10�3. The additional error in the
count rates was determined to be 2.9 counts, which was reduced from 9.0
counts prior to the correction. Ultimately the total relative error in ½�=��
decreased from 7:25� 10�3 to 2:92� 10�3 as a result of this, even when
factoring in the additional error for the count rate. The effect of
fluorescence on upstream ion chamber readings is negligible due to their
high count rates.



incident beam (de Jonge et al., 2004b). The Beer–Lambert law

must be rewritten as

exp �
�

�

� �
½� t�

� �
¼

R1
0 IdðEÞ dER1
0 IuðEÞ dE

; ð22Þ

where IuðEÞ represents the intensity of the incident beam at

the upstream detector and IdðEÞ represents the intensity of the

beam at the downstream detector, at each energy E in the

bandwidth. If we assume that the incident intensity profile is a

Gaussian, then the correction from the ideal mass attenuation

measurement in terms of rW, the range over which we are

sampling the Gaussian distribution, and sFW, the sampling

frequency, becomes

�Ebandwidth ¼
1

� t
ln

" Xj

k¼�j

~IuIu E0 þ k�Eð Þ

� exp �
d �=�½ �

dE
ðk�EÞ

� �#
; ð23Þ

where j = rW ðsFW � 1Þ=2, �E = FWHM=ðsFW � 1Þ and ~IIu =

Iu =
R1

0 Iu dE is the normalized incident mean energy profile.

The gradient d½�=��=dE was evaluated by taking the numer-

ical derivative of the weighted mean of the 25 and 50 mm

samples using the three-point Lagrangian interpolation

method of Hildebrand (1987). sFW is an odd integer.

The FWHM of the Gaussian profile was found to be 3.09 	

0.08 eV and 5.80 	 0.080 eV at the zinc and selenium K-edges,

respectively. These are much larger than were measured

at 20 keV for this beamline with different conditions and

detuning (de Jonge et al., 2004b). Hence this correction is

much more significant over a couple of widths across and

above the absorption edges. However, compared with Tantau

et al. (2015) at 25 keV, again at the same beamline, the

correction is significantly lower. These are real observed

variations due to the monochromation and collimation of the

X-ray beam under different experimental conditions, even at

the same beamline. These values were then used to apply

correction to the attenuation (Fig. 8) where we see significant

reduction in the systematic effect of bandwidth. As with

monochromator drift, the error introduced by the correction

was taken to be the difference in the resulting correction when

adjusting the FWHM by the error of the fit.

Whilst the effect of bandwidth only affects a small number

of near-edge measurements, leaving the extended fine-struc-

ture region mostly untouched, its correction can have a very

pronounced effect on edge and pre-edge structure, and on the

definition of the edge or E0. In this work we observed a shift in

½�=�� of the 50 mm sample by 18.6% and the 25 mm sample

by 10.2% and introduced uncertainties of 1.07% and 0.59%,

respectively. Hence the final weighted correction is a

maximum of 11.9% with the maximum uncertainty of 1.2% at
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Figure 7
Results indicating the presence and correction of monochromator drift showing the raw data (�), the data that has had fluorescent scattering applied (+)
and the final drift corrected data (?). These examples show 120 repeated one-second measurements taken for the 25 mm sample. These measurements
were collected at 9.330 keV (below the edge, top left), 10.639 keV (top right), 12.252 keV (bottom left) and 14.670 keV (bottom right). Note that at
9.330 keV raw and fluorescence corrected data are identical as are below the zinc K-edge. At 10.639 keV and 12.252 keV, the effect of drift only becomes
evident after correction for fluorescence.



the same energies. This is orders of magnitude larger than

either fluorescent or monochromator drift. Systematic

measurement and correction of bandwidth is extremely useful

in characterizing the near-edge structure (XANES). XANES

is a powerful analytical tool (Babonneau et al., 1988; Rehr &

Ankudinov, 2005).

6. Final results and error analysis

Plots of the XAFS regions can be seen in Fig. 9. The energy

spacing decreases further away from each absorption edge.

The energy spacing remains finer for longer above the sele-

nium edge, which should allow for more accurate structural

analysis compared with the zinc edge.

6.1. Comparison of edge energies

Following Kraft et al. (1996), we may define the operational

experimental edge energy as the lowest energy inflection

point. Then our measured absorption K-edge energies are

9.6667 (12) keV and 12.6631 (13) keV for zinc and selenium,

respectively. This is approximately 6 eV and 5.3 eV higher,

respectively, than those reported by Kraft et al. (1996) for

zinc metal [9.66047 (8) keV] and pure selenium reported

by Bearden & Burr (1967) [12.6578 (7) keV]. The values of

Bearden & Burr (1967) are themselves slightly inconsistent

from the higher accuracy reports of Kraft et al. (1996), tending

to be slightly lower overall. We expect to see chemical shifts

(Sarode et al., 1979) of the absorption edges for compounds

towards the higher end of the energy spectrum. Previous

studies on zinc selenide found that both the zinc and selenium

edges can shift by around +2 eV with some significant uncer-

tainty (Vishnoi & Agarwal, 1969; Iwanowski et al., 1997). Data

from experiments that are useful for our comparisons are

currently available from an online database located at The

University of Chicago (Newville, 2016), although we

proceeded with some caution. With no quoted accuracy on

the energy measurements provided, the extent of systematic
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Figure 8
(Left) The finite bandwidth of the incident beam is indicated by the deviations from 0 of the difference between measurements using different foil
thicknesses, correlated with the gradient of the mass attenuation coefficient. (Right) Effects of the applied correction for 25–50 mm ð�Þ, 50–100 mm (�)
and 25–100 mm (+). The dashed line represents a plot of a percentage of d½�=��=dE on a relative scale.

Figure 9
Corrected absolute mass attenuation coefficients and structure in the
XAFS regions of the zinc (top) and selenium (bottom) K-edges.



corrections applied is unclear, and so the uncertainty and

systematic corrections are not known (Newville, 2016). Whilst

remaining mindful of our concerns, we can report that a

similar analysis with this data returns values of 9.6638 (1) keV

and 12.6578 (1) keV for the zinc and the selenium K-absorp-

tion edges, respectively. These results are 3.3 eV higher than

those obtained by Kraft et al. (1996), and 3.2 eV lower than

our result for selenium.

6.2. Determination of photoelectric attenuation

The two leading theoretical tabulations for mass attenua-

tion coefficients, FFAST and XCOM, estimate elastic

(coherent) scattering contributions in the form of Rayleigh

scattering (i.e. isolated atom, incoherent scattering), into their

calculations to estimate the total attenuation,

�

�

� �
tot

¼
�

�

� �
PE

þ
�

�

� �
R

þ
�

�

� �
C

; ð24Þ

where ½�=��PE is the attenuation due to photoelectric

absorption and ½�=��R, ½�=��C are the contributions due to

Rayleigh and Compton scattering, respectively. Hence to

remove the Compton scattering contribution from our

measured results we read in the respective ½�=��C for zinc and

selenium and combine them using equation (19). Inelastic,

incoherent scattering contributions such as Compton scat-

tering are known to not add linearly (Bourke & Chantler,

2014); and elastic scattering contributions (diffraction) are far

from linear and are coherent. To account for this we estimate

an uncertainty of 10% as this is likely to be an overestimate of

the true error based on previous calculations and comparisons

of Compton scattering (de Jonge et al., 2005). However,

while Rayleigh scattering is a good approximation in isotropic

disordered materials such as pure zinc and selenium, ZnSe is a

crystal where the interaction is highly coherent (Chantler &

Barnea, 1999). For perfect crystals such as Si, Ge or even a

moderate crystalline ZnSe, there are two alternative estimates

of elastic scattering contributions. The first is due to

constructive interference for any Bragg reflections from lattice

planes of the crystal aligning with the X-ray beam at the

requisite angles and energy. These processes are usually

clearly visible when looking at the attenuation data and we do

not observe any of these ‘Bragg glitches’.

The second alternative estimate for elastic scattering is that

of thermal diffuse scattering (TDS), where the coherence is

located at the extremum for destructive interference. This

ensures a much lower value than anticipated for Rayleigh

scattering by an order of magnitude or more. TDS arises from

the dynamic, random thermal motion of the atoms within the

crystal, breaking the crystal symmetry, which contributes to

elastic scattering. The total attenuation for a crystal is then

expressed as

�

�

� �
tot

¼
�

�

� �
PE

þ
�

�

� �
TDS

þ
�

�

� �
C

; ð25Þ

where ½�=��TDS is the attenuation due to thermal diffuse

scattering (Gerward & Thuesen, 1977).

The thermal diffuse scattering cross section for the

approximation of independent vibration of the atoms can be

written as (Sano et al., 1969)

�TDS ¼
1

2
r 2

e

Z1

�1

1þ cos2
ð�Þ

� � �� f ðx;ZÞ
��2

�
�

1� exp �2Mðx;ZÞ½ �
�

2�d
�

cosð�Þ
�
; ð26Þ

where re is the classical electron radius, x = sinð�=2Þ=�,

f = f0 þ f 0 þ if 00 is the complex atomic form factor and

exp½�2Mðx;ZÞ� is the Debye–Waller factor. f0 is the atomic

scattering factor and is a function of the scattering angle �, the

wavelength of the X-rays � and the atomic number Z. Values

for f0 (Wilson & Geist, 1993) and f1 and f2 (Chantler, 2000)

were converted using f 0 = f1 � frel � Z and f 00 = f2. The

Debye–Waller factor is exp �2Bx2ð Þ, with BZn = 1.020 Å2 and

BSe = 0.739 Å2 (McIntyre et al., 1980). Given the dependence

on the atomic form factor we calculate the values of the TDS

cross section for zinc and selenium with their corresponding B

and f values using equation (19). Similarly to Compton scat-

tering we estimate an uncertainty of 10% based on compar-

isons between various different calculations of the TDS cross

section (Tran et al., 2003a); again this is likely an overestimate

of the error.

This cross section can then be related back to the mass

attenuation coefficient contribution,

�TDS ¼
�=�½ �TDS ma

NA

; ð27Þ

where ma is the atomic molar mass and NA is Avogadro’s

number.

Since the elastic scattering is observed to follow a thermal

diffuse scattering estimate from the data, this is quite a small

contribution to remove. Inelastic scattering becomes domi-

nant at higher energies but is quite modest across these edges.

The calculated additional attenuation contributions (Fig. 10)

use Compton scattering obtained from (Berger & Hubbell,

1987) and interpolated. As expected, both contributions are
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Figure 10
Attenuation of thermal diffuse scattering (blue) and Compton scattering
(red) for zinc selenide across the measured energy range.



small relative to the total attenuation with the TDS correction

having a maximum of 0.70% at 9.33 keV and a minimum of

0.15% at 12.67 keV. The Compton scattering contribution is

even smaller with a maximum of 0.17% at 9.63 keV and a

minimum of 0.040% at 9.67 keV.

6.3. Comparisons with theory

Fig. 11 shows comparisons between the measured results

of the mass absorption (photoelectric) coefficient and the

corresponding predicted theoretical values. Theoretical tabu-

lations were interpolated and combined using equation (19)

for each experimentally measured energy. The density of ZnSe

is particularly uncertain. We may normalize either above the

Zn or well above the Se edge, i.e. at either 12 keV or 15 keV at

the top or bottom pair of plots of Fig. 11. Theoretical tabu-

lations are at best accurate to about 1% (Chantler, 2000).

Whilst the reference density of ZnSe is 5.27 g cm�3 at 22oC

(Wyckoff, 1963), with a linear expansion coefficient of 4.96 �

10�6 K�1 (Su et al., 2009), we obtain a 1.9% and 3.8%

correction of the density normalized at 12 keV, or a 2.9% and

4.2% correction normalized at 15 keV for the FFAST and

XCOM tabulations, respectively. The difference between

these two set points is significantly less than the uncertainty,

and the overall normalization is also within expected uncer-

tainty. Hence this does not yet distinguish clearly between

these theoretical approaches nor between theory and experi-

ment.

The FFAST database is the best predictor of the near-edge

region at this time. XCOM has a much larger ‘triangle effect’

error in the near-edge region, and also a larger offset of the

energy with respect to experiment. This is common for most

elements thus far investigated (Tran et al., 2003c, 2005; Glover

et al., 2010). Above the zinc K-edge, FFAST appears to have

converged more uniformly. However, below the zinc K-edge,

XCOM appears to have improved, with a discrepancy of 1%	

1% versus an estimated 3% 	 1% for FFAST. Note, however,

that the density was normalized an extra 2% for XCOM which

might imply they are consistent in their approximation below

the edge. The oscillation near the edges is a manifestation

of the XAFS in the experimental data, compared with the

theoretical free-atom approximation, which thus do not model

the solid state photoelectron interference.

The discrepancy of FFAST at low energies below edges has

been attributed (de Jonge et al., 2005) to a limitation of

convergence within the older relativistic wavefunction code

of the time compared with non-relativistic codes. Whilst the

relativistic forms are considered more accurate, they still

include significant approximations. Indeed the non-relativistic

codes are more stable for convergence of outer shell wave-

functions. On this basis, XCOM can sometimes be a preferred

estimate for low energies.

Scofield (1973, 1974) and Perkins et al. (1991) have

discussed and provided two theoretical predictions for atomic

absorption coefficients – the unrenormalized values in XCOM

and another renormalized set, obtained by renormalizing the

cross sections by the amplitude of the potential at the nucleus,

in a relativistic Hartree–Fock potential compared with

XCOM’s Hartree–Slater potential. The decision as to whether

or not to perform this renormalization has been an ongoing

discussion in the field. Some previous investigations have

favoured the unrenormalized results (Saloman & Hubbell,

1987; Gerward, 1992). Those comparisons were made with

significantly less accurate experimental data than that

presented in this work, making a definitive resolution to this

discussion impossible. Comparisons between the two calcula-

tions are shown in Fig. 12, this time with no density normal-

ization, where it is evident that performing these

renormalizations does result in some slight improvement in

the high-energy post K-edge regions. However, below the zinc

edge and near the edges, significant deviations of the renor-

malized predictions are observed. The Hartree–Fock calcula-

tions are highly inconsistent in their agreement with the data

in comparison with the Hartree–Slater ones. This current

evidence continues to favour the less-fully relativistic unre-
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Figure 11
Comparison of the experimental mass absorption coefficient with two
corresponding theoretical results. (Top panel) Density normalized at
12 keV. (Bottom panel) Density normalized at 15 keV. The upper graphs
in each panel show the values of the mass attenuation coefficient as
determined by this experiment and those predicted by FFAST (Chantler,
2000) and XCOM (Berger & Hubbell, 1987) tabulations. The lower
graphs in each panel show the percentage discrepancies between the
measured data [zero line], FFAST [+] and XCOM [�].



normalized Hartree–Slater results [XCOM] over the Hartree–

Fock renormalization. However, it must be remembered that

this was not a full nor fully converged relativistic ansatz but

only the renormalization of the coefficient by the Hartree–

Fock versus Hartree–Slater amplitude at the nucleus.

Conversely the more fully relativistic [DFT] prediction of

FFAST is in general superior in this range without requiring a

significant renormalization for density.

6.4. Error analysis and typical uncertainties in tables and
supplementary information

Table 1 presents a summary of the key contributions to the

uncertainty in the reported measurements, including the

magnitude of the corrections for each systematic as well as

the resultant uncertainty introduced. The table is broken into

sections describing the absolute and relative uncertainty.

Notice that the magnitude of the corrections for fluorescence

(#1), bandwidth (#2) and dark current (#4) are very large and

located in particular regions of energy and data points so

contribute explicitly to the relative shift and to pre-edge and

XANES and XAFS structure. Notice also that the dark

current correction is even very significant for a thin foil

(25 mm) so should be routinely measured and corrected for, as

with the other effects, especially since this drifts with time and

environment at most synchrotron beamlines. The mono-

chromator drift was a particular effect on this beamline and

will be negligible on numerous other beamlines, and in this

case mainly affected a few points. After correction the relative

and absolute uncertainties are small. At different beamlines

with much higher fluxes these can be even smaller after

correction.

A table of the final results is in the supporting information.

The supporting information also contains the data in template

formats for .cif files and ifeffit-like efeffit.dat files for further

portability and processing. We also include the extracted �
versus k spectra for both Zn and Se K-edges for comparison

and fitting with different theoretical approaches.

7. Pre-analysis and FEFF8 analysis

The fine-structure function �ðkÞ was extracted from each of

the absorption edges by using the Mu2Chi non-interpolation

background subtraction software (Schalken & Chantler,

2018). By first finding the edge energy E0 (Kraft et al., 1996),

fitting and then removing a spline, Mu2Chi returns the fine-

structure function in k space,

k ¼
2�

h

�
2me E� E0ð Þ

�1=2
; ð28Þ

with fully propagated errors as seen in Fig. 13. Mu2Chi also

has the capability to perform linear or cubic interpolations of

the data.

Once obtained, the fine-structure function is used for

subsequent nanostructural analysis, which proceeds by using

output from FEFF 8.1 XAFS simulation code (Ankudinov et
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Figure 12
Comparisons of the experimental mass attenuation coefficient with
Hartree–Slater (�) and Hartree–Fock (+) calculations.

Table 1
Error analysis: magnitude of specific experimental systematics and their correction and uncertainties from these on final results; absolute accuracy of the
full-foil mapping technique; error in the fit of the energy calibration HEADNT.

Magnitude Uncertainty (	1�)

Quantity Near edge Far edge Near edge Far edge Contribution†

[�/�]rel 0.046% – 0.118% (50 mm) – 0.67% (100 mm) < 0.01% 0 Fluorescence #1
< 11.9% 0 < 1.2% 0 Bandwidth #2
0 < 0.15% 0 < 0.016% Mono drift #3

Up to 3.3% (25 mm) – 40.7% (100 mm) 0.00147% – 0.0185% Dark current #4
0.328% – 7.237% 2.67 � 10�5% – 4.82 � 10�4% Variance #5

0.00134% – 0.580% Relative uncertainty #6

[�/�]abs – 0.129% Full foil #7
7.6%– 25% (100 mm) – 51% (25 mm) 8.32 � 10�6% – 3.6 � 10�5% Blank normalization #8

E 0.223% – 0.385% 0.00655% – 0.0163% Energy #9

† #1 Secondary photons from fluorescent scattering. Correction maximal directly above absorption edges, 0 directly below Zn edge. #2 Correction for bandwidth. Maximal at edge
energies – 9.6667, 12.6631 keV. #3 Correction for monochromator drift. Maximal at 9.3298 keV. #4 Dark current correction and corresponding uncertainty (	 2 counts). #5 Standard
errors from counting statistics (variance including precision and systematics). #6 Sum of relative uncertainties. #7 Absolute accuracy of the full-foil mapping technique. #8 Blank current
correction and corresponding uncertainty. Correction maximal at low energies. #9 Error in the fit of the energy calibration data – minimum of 0.88 eV at 12.0503 keV, maximum of
1.22 eV at 9.5892 keV.



al., 1998) as input to the eFEFFIT computational package

(Schalken & Chantler, 2018). The theoretical spectra are

calculated using the photoelectron wave model (Lee &

Pendry, 1975; Barton & Shirley, 1985b) and expressed as a sum

of scattering paths through the XAFS equation (Zabinsky et

al., 1995),

�thðkÞ ¼
X

j

Nj S 2
0 KjðkÞ

sin
�
2krj þ 
ðkÞ

�
kr2

j

� exp �2�2
j k2

� 

exp

2rj

�jðkÞ

� �
; ð29Þ

where Nj is the degeneracy of the path, S 2
0 corresponds to

many-body reduction effects, approximated as constant, FjðkÞ

is the backscattering amplitude function, 
ðkÞ is the phase

shift, �j is the Debye–Waller factor for thermal motion, �j is

the photoelectron mean free path, and rj = ð1þ �jÞ r0;j is

the half path length, with � being the relative scaling due

to thermal expansion. rj in XAFS certainly involves local

dynamic contributions from atomic motions.

eFEFFIT is based on the already well established IFEFFIT

computational package (Newville, 2001). The benefit of

eFEFFIT is that it enables experimental uncertainties to be

input and propagated. These can then be used to determine

the fit as well as the �2
r goodness of fit statistic as defined by

(Smale et al., 2006)

�2
r ¼

�2

Npts � Nvar

; ð30Þ

�2 ¼
XNpts

i¼ 1

�data kið Þ � �theory kið Þ

� kið Þ

� �2

; ð31Þ

where it is important to distinguish between � as the fine

structure function and � the quality of the fit.

In the final analysis, 40 independent scattering paths were

fitted to the data in � versus k space between k = 3.4 Å �1 and

18.9 Å�1. Below this range, the theory underpinning the fitting

function begins to break down; above this range the data

becomes sparse. The first two nearest-neighbour bond lengths

were free parameters as these paths were determined to have

the highest impact to the resultant fit. The results of the fit are

presented in Fig. 14.

We tested a range of different fitting windows. In our

analysis, propagating uncertainty from the raw data, the upper

limit of the fitting range is usually arbitrary and has no influ-

ence as the uncertainties are getting larger and larger

compared with the structure. However, the lower limit is

potentially sensitive and depends in part on the limitations of
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Figure 13
Fine-structure function for the (top) zinc and (bottom) selenium K-edges
as output by Mu2Chi using edge energy determinations of 9667.11 eVand
12663.10 eV, respectively.

Figure 14
Fitted model output (red) with experimental data (blue) and uncertain-
ties for the (top) zinc and (bottom) selenium K-edges. Also visible is the
black box indicating the k Hanning window over which the data was
fitted.



the theory and potential model structure. By reducing the

lower bound of the Hanning window, �2
r rises rapidly, and

bond lengths can be distorted by 4%. Raising the lower bound

significantly leads to less data to fit and a potential lowering

of S 2
0 as the offset becomes ill-defined.

We performed a grid search on S 2
0 from 0.6 through 1.0 and

fitted all other parameters at each point. The values at each

edge should be similar. Note all other parameters are consis-

tent. S 2
0 can be affected by the edge energy, separately the

fitting offset E0, and also by limitations of the spline back-

ground subtraction. The accuracy of, for example, FEFF at

low k also influences the determined value of S 2
0 . Since these

depend upon the specific edge, they can and should vary

somewhat from one edge to another. We report the 0.8 fit as

this gave sensible parameters and was a reasonable minimum

in plausible S 2
0 space. Fitted parameters are summarized in

Table 2. �I values differ from the Zn edge analysis to the Se

edge analysis by approximately 2�. With the exception of this,

the fits give very good physical agreement between both

themselves and one another within 1�. Comparison of the

nearest neighbour (Zn–Se) bond length of 2.454 Å (Vèrié,

1997) determined by XRD, and 2.43 Å (Šipr et al., 1997)

determined by fitting XANES spectra using density functional

theory, shows that our value is of order 0.77% 	 0.12% and

1.8% 	 0.12% larger for the Zn edge fit, respectively, and

0.66% 	 0.11% and 1.7% 	 0.11% larger for the Se edge fit.

An interesting result of this analysis is the different

expansions obtained for the nearest and second nearest scat-

tering paths. The scaling factor � = 1.0075 for both edges

represents an overall scaling of the lattice constant a. We

obtain scaling factors for the nearest-neighbour scattering

path of 1.0073 and 1.0062 for the zinc and selenium edge fits,

respectively, with these both typically within 1� of the overall

scale �, hence in very good agreement. The second nearest-

neighbour scattering paths, however, have consistent scalings

of 1.012 and 1.011 for the zinc and selenium edges, respec-

tively, and somewhat inconsistent with our previous expansion

coefficients. Since XAFS is sensitive also to atomic vibrations

perpendicular to the bond direction, a bond length 0.01 Å to

0.02 Å larger than XRD results at room temperature would be

no surprise. These vibrations may also be responsible for the

observed difference in scaling factors between first nearest

and second nearest neighbours. This could suggest dynamic

motion within the crystal lattice that is otherwise inaccessible

by other techniques but will need further investigation.

We also observe edge jumps of 95.87 cm2 g�1 and

77.98 cm2 g�1 for the zinc and selenium edges, respectively,

compared with values of 98.99 cm2 g�1 and 74.25 cm2 g�1 for

XCOM tabulation and 100.75 cm2 g�1 and 75.08 cm2 g�1 from

FFAST. These lead to leading to an edge ratio of Zn:back-

ground = 3.380 :1 (3.334 :1 and 3.466 :1 for XCOM and FFAST,

respectively) and Se:background = 2.153 :1 (2.052 :1 and

2.075 :1 for XCOM and FFAST, respectively), before and after

making allowance for Zn background and other shell back-

ground from FFAST.

Most other FEFF analyses of zinc selenide have been

conducted on thin films, nanocrystalline samples and quantum

dots (Valeev et al., 2008; Campos et al., 2005; Song et al., 2010)

or on dopants implanted within the lattice to achieve n-type

conductivity (Akimoto et al., 1996; Cooper et al., 2015). All of

these specifications have the potential to alter the atomic

structure thus making them not directly comparable. Signifi-

cantly narrower k windows were used in those datasets with

significantly fewer data points, and �2
r values are not reported.

8. Conclusion

We have directly quantified the key sources of systematic

error inherent in measurements using synchrotron radiation

using the XERT applied to the binary crystal ZnSe at room

temperature. We have presented one of very few XAFS

investigations of this compound and present the most accurate

values of the mass attenuation coefficients of zinc selenide to

date. We determine separately estimates of uncertainty for the

absolute value of the mass attenuation coefficient, the deter-

mination of density, the determination of X-ray energies

across the range of the experiment, the uncertainty of the

extracted mass absorption (photoelectric) coefficient, and

the relative XAFS uncertainty prior to interpolation, spline

background removal and transformation to � versus k axis for

XAFS fitting with propagation of uncertainties.

The magnitudes of the correction for dark current are very

large (3%–40%) as expected, even for thin foils; and the

magnitude of the correction for blank normalization is even

larger [up to 51% for the thin samples (25 mm) and up to 23%

for the 100 mm foil], especially at lower energies, pointing to

the need for these to be routine corrections. Note also that the

corrections for thin samples are also large, and that they affect

the scale and magnitude of extracted � oscillations in the

experimental data. The energy calibration is a good example

of the insight using XRD to calibrate energies in an XAS

measurement, especially relating to the need for multiple

measurements over the range of the XAFS. Harmonics,

monochromator stability and bandwidth are directly investi-

gated and corrected for, which affect distinct regions of the

low-energy, high-energy and pre-edge regions, respectively.

Interestingly, the more one investigates the XAFS region in

detail, the more one is drawn to need to apply crystallographic
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Table 2
eFEFFIT parameters for the fits of each edge.

Zn edge Se edge

Parameter Value Error (	1�) Value Error (	1�)

S 2
0 0.915 0.0.41 0.8 –

E0 cor 6.20 eV 0.30 eV 6.33 eV 0.33 eV
Zn—Se 2.4728 Å 0.0029 Å 2.4701 Å 0.0032 Å
Zn—Zn† 4.0585 Å 0.0092 Å –
Se—Se‡ – 4.053 Å 0.013 Å
� 1.0075 0.0022 1.0075 0.0023
�2 (Å 2)§ 0.00739 0.00051 0.00959 0.00030
�2 (Å2)} 0.0189 0.0013 0.0225 0.0010
�2

r 3.54 3.24

† Second nearest neighbour bond length of Zn edge. ‡ Second nearest neighbour
bond length of Se edge. § Only applied to nearest neighbour (shortest) scattering
path. } Applied to all other scattering paths.



techniques and understanding to resolve discrepancies and

systematics.

The investigation of the TDS cross section is critical to the

comparison with theory and is quite novel. Uncertainties are

detailed in the tables.

By incorporating these errors into a modified version

eFEFFIT of the XAFS simulation code IFEFFIT, we are able

to propagate the errors from our XERT measurements to

make sensitive fits and potential hypothesis testing, including

searches for the effects of dynamical motion. Hence we

demonstrate the importance of non-interpolation on the

nanostructural analysis, enabling a far more robust investiga-

tion of nanostructure and the quality of interpreted structure.

These measurements significantly improve our knowledge

of the mass attenuation coefficient and also provide a new

benchmark for theoretically calculated values over a ranges of

energies. This energy range includes regions of high physical

significance such as the K-absorption edge and EXAFS

region, allowing for critical testing of assumptions surrounding

wavefunctions, the exchange potential, multipole matrix

elements and critical solid state effects including inelastic

mean free paths, inelastic and elastic scattering cross sections

for materials, and bonding. Further work is required to

investigate current theoretical and experimental anomalies in

bonding, edge positions, XAFS and nanostructure.
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