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Methodology for the characterisation of
characteristic spectral profiles, applied to
chromium Kˇ
L. F. Smale,a C. T. Chantlera* and J. A. Kimptonb

The investigation of tests of quantum electrodynamics in the X-ray regime down to 2–20 parts per million (ppm) amplifies
the need for improved characterisation of asymmetric reference sources and energies in this regime. While several transition
metal characteristic energies have been defined, most are not referenced to accurate profiles or robust links to the metre via
X-ray optical interferometry. Lower intensity Kˇ transitions have relatively poor accuracy – we ask how to determine Kˇ transi-
tions to an accuracy approaching those of K˛ transitions. Instrumental broadening normally encountered in X-ray experiments
shifts the features of profiles used for calibration, such as peak energy, by a significant amount many times the quoted accu-
racies. We present a study of a methodology used recently to determine energies and profiles experimentally down to 4.5 and
2.7 ppm for Ti and V Kˇ. In this study, we investigate the robustness of the methodology for a difficult data set and demonstrate
that the approaches to and characterisation of the chromium Kˇ spectral profile are consistent with accurate measurements
in the literature down to 24 ppm. The peak energy of the chromium Kˇ spectral profile is found to be 5946.68(14) eV prior
to instrumental broadening. Characterisation of the spectral profile of the radiation, including the instrumental broadening,
allows us to obtain an accurate and notably transferable standard. Significantly, we present a widely applicable methodology
for achieving and using this standard. This approach has been used down to an accuracy of 2–5 ppm. Copyright © 2015 John
Wiley & Sons, Ltd.

Introduction

High accuracy, absolute energy calibration is crucial to progress
in X-ray science. Characteristic radiation – K˛ and Kˇ – produced
with electron bombardment, where the incident electron energy
is at least 2.5–3 times the threshold energy, is often used as a cal-
ibration standard as the profiles are stable and cheap to produce.
These spectral profiles are robust under different excitation con-
ditions, as they reflect the atomic and electronic structure of the
elements. Characterisations of the profiles permit new tests and
understanding of inner-shell processes and fundamental atomic
theory, including quantum electrodynamics.[1,2]

The structure is properly modelled through the relativis-
tic quantum theory of the atom, which has seen recent
improvement.[3] A concerted effort to experimentally summarise
experimental energies of characteristic radiation was undertaken
and compiled by Bearden et al. in 1967.[4] This has been comple-
mented by theoretical computations by Desclaux[5] and further
experimental and theoretical compilation by Deslattes et al.[6]

That review work reports the energy of the dominant transition
(diagram lines) without regard for the shifts and change of shape
of the spectra due to satellite lines or profile asymmetry. It remains
particularly difficult to compare advances in theory to high accu-
racy experiment. Significant advance in theory since then has
been based on the relativistic approach of Grant.[7]

Experimental spectral profiles for the characteristic radiation
of transition metals are represented by semi-empirical fitting of
multiple components – using typically five or seven peaks for K˛
spectra.[8,9] Recent work has demonstrated that new approaches
can yield a more robust standard.[10–12] Conversely, theoretical
modelling of characteristic radiation profile shape is dominated
by diagram lines, representing X-ray emission energies detailing

the electron decay from atomic transitions: an excited electron
with a core hole decays to the ground state with the core filled
and a higher n hole. Additional components, theoretically and
empirically, are contributed by satellite lines caused by shake-up
and shake-off effects. This set of transitions is complex, especially
for elements with open sub-shells such as the transition met-
als. Progress in the details of such theory has been slow until
recently.[13–16] Empirical modelling using fitting functions for a
sum of a small number of Lorentzian, Gaussian, Voigt or instru-
mental functions fails to reveal the theoretical complexity of the
many configuration state function transitions.

Efforts to find good empirical models of spectral radiation have
continued from the work of Deutsch et al. and Hölzer et al. in
the 1990s.[8,9,17–19] Deslattes et al.[6] include a summary of these
efforts, summarised in Table 1 with experimental energies and
uncertainties for K˛ characteristic peaks for Z from 22 to 26 and
including Chantler et al.[20] The uncertainties for the K˛ data are
on the order of 1 to 2 parts per million (ppm). The uncertainty of
the literature value of the chromium Kˇ peak energy[4] (Table 1) is
1.7 ppm.

Data collection methods often use a single flat crystal spec-
trometer employing the Bond method[8,9] or a curved crys-
tal spectrometer.[17] In the experimental work arising from
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Table 1. Characteristic radiation peak energy data
from the literature

Reference Peak energy

peak energy uncertainty

Spectral profile peak (eV) (ppm)

Titanium K˛2 4504.920 2.09

Titanium K˛1 4510.899 2.08

Vanadium K˛2 4944.651 2.22

Vanadium K˛1 4952.131 1.21

Chromium K˛2 5405.538 1.31

Chromium K˛1 5414.804 1.31

Manganese K˛2 5887.685 1.43

Manganese K˛1 5898.801 1.42

Iron K˛2 6391.03 1.5

Iron K˛1 6404.01 1.5

Chromium Kˇ1 5946.82 1.7

The V K˛ data are from Chantler et al.,[20] the Fe K˛
and Cr Kˇ data are from Hölzer et al.,[9] and the rest
of the data are from Deslattes et al.[6]

Germany,[8] raw spectra were deconvolved with a measured, fit-
ted or simulated instrumental broadening, and each deconvolved
spectrum was fit empirically. The peak location of each empirical
fit was taken to be the measure of each peak energy. The decon-
volution of spectra limits the understanding of error propagation.
It is not immediately clear how to use these characterisations
as standards for experiments with different instrumental broad-
ening. Chantler et al.[20] addressed this concern by providing a
consistent set of empirical fit functions for a range of elements
(21 � Z � 25) including an approach to allow for instrumental
broadening effects.

There has been some interest in the shape of the Cr Kˇ pro-
file recently.[21–25] This work has related to the problematic peak
reported by Bearden et al.[4] Hölzer et al.[9] reported an experi-
mental line shape and peak energy (listed in Table 1). A theoretical
calculation of the peak energy for the diagram line of Cr Kˇ is
5947.1(10) eV[6] in good agreement with older theory and the
experimental value but a much larger uncertainty than the exper-
imental result. Given the recent characterisations of Ti Kˇ and
V Kˇ,[10,11] it is valuable to investigate the robustness of this
approach in comparison with alternate approaches. This is the
subject of this paper.

This paper presents a measurement of chromium Kˇ and a
characterisation of the profile as well as presenting a study of the
robustness of the self-consistent determination of the dispersion
function. The inclusion of broadening effects in the fitting method
enables the results to be transferable to a larger range of exper-
imental conditions. Specifically, the characterisation, or indeed
the profile itself, can be simply used in experiments, where the
amount of instrumental broadening is difficult to measure. More
important than the energy determination, the profile definition,
or the characterisation, is the demonstration of the methodol-
ogy down to 24 ppm. We present a study of a methodology used
recently to determine energies and profiles experimentally down
to 4.5 and 2.7 ppm.[10,11] We study chromium Kˇ as representative
of the weaker Kˇ transitions, but with excellent previous measure-
ment from the literature.[6] Further, this data set is optimised for Ti
Kˇ and V Kˇ as demonstrated by recent publications, but we here
apply the methodology to the extreme edge of the calibration

region. We demonstrate that the approaches to and character-
isation of the chromium Kˇ spectral profile are consistent with
accurate measurements in the literature down to 24 ppm.

Method of investigation of the chromium
Kˇ standard

To create a chromium Kˇ standard, the profile was measured
using a wavelength dispersive technique, calibrated by the set of
K˛ lines in Table I . The calibration was optimised in a number
of different ways to check the robustness and methodology. The
Kˇ profile was fit with a sum of Voigt functions with a common
Gaussian width to model instrumental broadening.

Experimental setup

The source of the K˛ radiation used for calibration and the mea-
sured Cr Kˇ line consisted of an electron gun firing 20 keV
electrons at a collection of metal targets (Z = 22–26), each of
which was placed in the electron beam separately. Data collection
employed a Johann geometry curved crystal spectrometer with
position-sensitive X-ray detection at the Oxford EBIT.[26] Figure 1
shows the arrangement of the X-ray source, diffracting crystal and
detector. The electron beam incident on the transition metal tar-
get results in the emission of characteristic X-ray radiation. The
detector arm is set at a Bragg angle of 2� , and an adjustable ‘See-
mann wedge’ limits the diffracting region of illumination of the
Germanium (220) Bragg crystal. The arm angle is fully adjustable,
with low hysteresis on the gearing and high reproducibility. The
housing for the crystal is mechanically linked to the detector arm,
such that the normal vector to the crystal surface bisects the angle
between the source and detector arm. Thus, the crystal angle
(� ) is half the detector arm angle. The crystal and detector arm
angles are measured by gravity-referenced electronic clinometers,
each outputting a raw voltage, V . The Vs are calibrated to � . The
Seemann wedge permits adjustment of the band-pass of radia-
tion through the crystal and limits the instrumental broadening.

Figure 1. Schematic diagram of experimental setup. The calibration

source is the source of the K˛ radiation used in calibration and the

Cr Kˇ radiation. Details of the setup can be found in the Section on

Experimental Setup.
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By varying the wedge position, the crystal curvature perfection
and the consistency of prediction from dynamical diffraction the-
ory are investigated. A multi-wire gas-proportional counter with a
backgammon configuration was used to detect the characteristic
X-rays, providing good linearity and resolution in the dispersion
(detector) axis and enabling the collection of position data for
each X-ray detection event.

The electron gun was normal to both the path of the X-rays
from the target to the crystal and to the path of the X-rays from
the crystal to the detector. Transition metal targets were mounted
at 45° to both the electron beam and the path from the selected
target to the crystal. The radius of the spot size of the electron
beam on the selected target was 5(1) mm. The distance from
the target to the crystal was 350(3) mm, and the radius of the
Roland circle was 1371(10) mm. The distance from the crystal to
the active region of the detector was 1500(5) mm. The calibration
source was placed in an off-focus position, to increase the accu-
racy and to reduce the sensitivity of the resulting spectra to the
spacial intensity distribution of the source. The aim is to image
the wavelength intensity distribution of the source, not its spacial
intensity distribution.

The crystals of germanium were manufactured and calibrated
by the National Institute of Standards and Technology (prior to
curvature) and are near-perfect single crystals. There is, therefore,
no mosaic spread and no orientational distribution function to
include. Mosplate does indeed include any scale of mosaicity in
the code and computation, so this would be easy to include; how-
ever, the crystals have none. Thermal (Debye-Waller) parameters
are important and are included for the estimated temperature
on an isotropic basis, as is normal for symmetric and monatomic
solids. The value of �2 used is 0.5661(26)Å2 for T D 293K , with a
linear expansion coefficient of 5.7�10�6K�1.[27]

For the calibration of the spectrometer, crystal alignment and
detector scale, a series of calibration spectra was collected in suc-
cessive diffracting positions in order to assess systematics and
evaluate the dispersion function. Table 1 provides the list of refer-
ence lines with their energies and provenance, together with the
Cr Kˇ reference for comparison.

Diffraction theory

The experimental setup was modelled by the dynamical diffrac-
tion code, Mosplate.[28,29] Mosplate predicts and models diffrac-
tion phenomena that have an effect on energy determination
up to the order of 100 ppm and characterises these to an accu-
racy better than 1 ppm. These diffraction phenomena include
lateral shifts in position due to X-rays penetrating the crystal to
some depth and refractive index corrections. The refractive index
shift, of order 100 ppm, must be determined accurately to 1% or
better. Lateral shifts in curved crystal spectrometry may be of a
similar order of magnitude. Corrections for asymmetry and polar-
isation are typically responsible for another 30 ppm, while depth
penetration of the dynamical wavefield can dominate in curved
crystal spectrometry but can be even more significant for flat
crystal spectrometry.

For a particular X-ray energy, E, and crystal angle, � , Mosplate
calculates the X-ray intensity spectrum we expect to see on the
detector. The incident wavefield is computed by ray tracing per-
formed from a point grid at the source to a point grid on the cylin-
drically curved crystal. The wavefield is then propagated through
the crystal to find the diffracted wavefield at the exit surface of
the crystal. The diffracted field distributions in position and angle

at the crystal surface are then used as a source to ray trace to the
detector. For each single energy, a range of spectra are calculated
at different crystal angles. A peak position, D, is then computed for
each of these spectra. These calculations are performed by sam-
pling the Mosplate model function for the peak position, D, and
profile as a function of peak energy, E, and crystal angle, � :

D D Dmos.E, �/ (1)

This model also implicitly defines functions that calculate E and �
from the remaining variables:

E D Emos.D, �/ (2)

� D �mos.D, E/ (3)

For active use, these functions are interpolated between the
sampling frequency of E and � , for which the Dmos.E, �/ are com-
puted to high accuracy. Interpolation uncertainty is negligible -
well below 1 ppm.

Data collection

Seven calibration series were collected, each with a different
wedge position and different integration times, so that the diffrac-
tion theoretical modelling must make accurate independent
predictions of each geometry at each position. Within each cali-
bration series, K˛ and Kˇ spectral profiles from Z = 22–26 were
collected. Each spectral profile type was collected at three to
five arm angles, thereby sampling profiles and angular settings
at different positions on the detector. This allowed detailed and
independent investigations of the dispersion function and the
detector response function. The remarkable consistency of the
results demonstrates the robustness of the code and calibration
methodology as discussed later; the remaining variance is thus
an explicit characterisation of any systematic deficiencies, which
could contribute to theoretical or experimental inconsistency
or error.

K˛ profile modelling

For Z = 22–25, K˛ profiles were fitted as functions of energy as
defined by Chantler et al.[20] Each of these functions is a sum of six
Voigt profiles with a common Gaussian width to model the instru-
mental broadening, and maps X-ray energy to X-ray intensity. The
energy offsets, Lorentzian widths and relative amplitudes of the
Voigt profiles are defined by Chantler et al.[20] For the Z = 26 Fe K˛
profile, the same type of data for a sum of Voigt profiles were given
by Hölzer et al.[9] Each of the K˛ experimental profiles were mea-
sured on a detector position axis rather than directly on an energy
axis, so the profiles were fit by refining five fitting parameters:

1. a detector scale and
2. a detector offset to map the detector position to energy,
3. an intensity scale to model the overall intensity of the profile,
4. a constant intensity background, and
5. a common Gaussian broadening width.

These highly accurate K˛ characterisations allow the assignment
of peak energies to the detector positions of each profile at each
clinometer voltage. Figure 2 shows how one such fit leads to two
calibration points for a measured Mn K˛ spectrum.
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Figure 2. Typical fit of Mn K˛ spectrum, yielding two calibration points

(Mn K˛1 and Mn K˛2), which constrain the spectrometer dispersion func-

tion. This particular fit has a �2
r of 6.2. The K˛1 peak has an energy of

5898.8010(84) eV and detector position of 0.8154(16) mm. The K˛2 peak

has an energy of 5887.6859(84) eV and detector position of �0.8850(25)

mm. The crystal clinometer voltage was�2.2499502(79) V.

Chromium Kˇ profile fitting

Twenty-seven Cr Kˇ profiles were also collected and characterised
on intensity and detector position axes. To define a characteristic
line shape function, each of the spectra were fitted using a sum
of four Voigt functions with a common Gaussian width, � , and a
constant intensity background, B. The ith Voigt function used in
the characterisation is defined to be:

V .x; Ai , Ci , Wi , �i/

D Ai

Z 1
�1

e�x02=.2�2
i /

�i

p
2�

Wi=2

�Œ.x � Ci � x0/2 C .Wi=2/2�
dx0

(4)

where Ai is the integrated area of the Lorentzian profile, Ci is
the centroid of the profile, Wi is the Lorentzian full width at
half maximum (FWHM) and �i is the Gaussian broadening stan-

dard deviation. The Gaussian broadening FWHM is 2
p

2 ln 2�i �

2.35�i . Thus, the spectra containing a Cr Kˇ spectral profile were
modelled with

P.x; B, � , A1, C1, W1, A2, C2, W2, A3, C3, W3/

D BC
3X

iD1

V.x; Ai , Ci , Wi , �i D �/
(5)

All 27 measured Cr Kˇ profiles were separately fitted with
this method. The relative intensities, positions and width param-
eters of the Voigt functions were consistent with one another,
so the minimum uncertainty functionals are reported. The fits
were done with a sum of four Voigt functions, though one of the
Voigt function intensities hit the fitting constraint that enforced a
non-negative Voigt function intensity. This means that three Voigt
functions where sufficient to represent Cr Kˇ as measured. The
characteristic parameters of these fits are shown in Table 2 with
the position axis converted to energy. Figure 3 shows a typical fit
for one of the Cr Kˇ spectra.

These characteristic parameters were then used to constrain
refits of all the Cr Kˇ profiles. Each refit had free parameters
characterising the overall intensity, position, detector position
to energy scale conversion, instrumental broadening and back-
ground of the spectral profile in the specific geometry of the
measurement. As each refit had a slightly different instrumental
broadening due to geometry changes, the transferable reference
position of each profile peak was taken to be the position of
the maximum of the fit function with the Gaussian width set to
zero. All refits were reliable and consistent with the original fits:
the characterisation allows for a consistent transferable standard
in this measurement, in the calibration of the dispersion func-
tion, and for any subsequent independent measurement by other
authors. This enables a consistent measurement of peak posi-
tion of Cr Kˇ spectra for any particular instrumental broadening,
where the spectra are not significantly vignetted by the effects
of source size or a slit width. Fitting spectra with this method
would reveal the significance of any such vignetting by returning
a high �2

r value for the fits. In the current situation, the method
enabled a more consistent use of the literature experimental and
theoretical standards.

Optimisation of the dispersion function

The Appendix describes the mathematical formalism for sum-
marising the fitting procedure for the dispersion function used for
the data analysis and the core methodology for deriving a series

Table 2. Characterisation of the Cr Kˇ spectral profile

Relative area Ai
3P

iD1
Ai

Integrated area Ai (counts) Centroid Ci (eV) FWHM Wi (eV)

0.333(20) 219011(13177) 5937.00(31) 19.84(60)

0.209(18) 137415(11971) 5943.70(16) 5.74(32)

0.458(15) 300778(9767) 5946.705(24) 2.37(11)

The profile is characterised on an absolute energy scale using a sum of component
Lorentzians convolved with a common Gaussian instrumental broadening. Integrated
areas (Ai), centroids (Ci) and FWHMs (Wi) of individual components were obtained
from a series of fits of intensity against detector position. The detector position axis
was then transformed to an absolute energy scale using the calibration procedure.
The Gaussian width � D 1.517.32/ eV. The background was B D 629.23/ counts.
The third component dominates the height of the profile, while the first and second
components fill out the low energy profile asymmetry.
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Figure 3. Typical fit of a Cr Kˇ spectrum. The points with error bars are

the experimental data, the solid line is the fitted sum of Voigt functions,

and the three dotted lines are the three individual Voigt components with

the background offset. The corresponding fitting parameters are provided

in Table 2.

of fitted energy determinations of chromium Kˇ from the disper-
sion function. The fitting procedure used in this work is improved
from that of previous results[10,11] by: (1) the inclusion of the Fe K˛1

and Fe K˛2 data in the calibration fitting; and (2) the pooling of all
K˛ data for a given wedge position into the same fit rather than
separating them by wedge and collection time. The uncertainties
near Cr Kˇ are large due to it being on the edge of the range of
arm angles included in the fitting procedure so that the addition
of the Fe K˛ data better constrained the dispersion fits in the Cr Kˇ
arm angle range. The pooling of calibration data by wedge posi-
tion led to a better distribution of good data and therefore less
variance in the Cr Kˇ peak energy.

A key question on robustness is whether the optimisation cri-
teria can distort the analysis, variance and result. If robust and
consistent, the optimised result should minimise variance and
preserve a consistent central energy determination. Hence, we
investigated the self-consistency of a series of alternate optimi-
sations, each minimising a different measure of quality of the
calibration fitting. These are measures (a) through (e). Each opti-
misation was a three-step process:

1. for a range of detector scales, there was a fit of Idata versus
V (defined in the Appendix), which refined the clinometer
calibration function in the context of that detector scale;

2. for each detector scale, a calculation of the measure to be
minimised was made; and

3. the detector scale and clinometer calibration function that
minimised the measure was then selected.

The first and third optimisations have been used in past analyses
to determine the energy and profile of Ti Kˇ and V Kˇ. Following
these past results, the range of energy of interest in this study is
and should be that of Cr Kˇ. We provide the others to prove both
that they are consistent and to reveal difficulties of the minimisa-

tion. Figure 4(a)–(e) provides the resulting distributions of Cr Kˇ
peak energies for each of the optimisations.

The first optimisation (Fig. 4(a)) minimised measure (a): the �2
r

value of the Ti Kˇ peak energy measurements (preferred in the
work of Chantler et al.[11]). In this optimisation of the set of inde-
pendent measurements of the Cr Kˇ peak energy, there is a clear
slope in the results for each calibration series that represents a
possible systematic error in PD,1, the detector scale parameter. This
is a result of PD,1 being optimised only for crystal angles where
the Ti Kˇ line was measured. The remainder of optimisations
(Fig. 4(b)–(e)) was minimising combinations of the dispersion of Ti
Kˇ, V Kˇ, Cr Kˇ and the K˛ lines.

The second optimisation (Fig. 4(b)) minimised measure (b): the
sum of two values – (1) the �2

r value of the Ti Kˇ peak energy
measurements, and (2) the �2

r value of the V Kˇ peak energy
measurements.

The third optimisation (Fig. 4(c)) minimised measure (c): the �2
r

value of the V Kˇ peak energy measurements (preferred in the
work of Smale et al.[10]).

The fourth optimisation (Fig. 4(b)) minimised measure (d): the
sum of four values – (1) the �2

r value of the Ti Kˇ peak energy
measurements, (2) the �2

r value of the V Kˇ peak energy measure-
ments, (3) the �2

r value of the Cr Kˇ peak energy measurements,
and (4) the �2

r value of the clinometer calibration function fit
which is a measure of the spread of the K˛ data around the
literature values.

The last optimisation (Fig. 4(e)) minimised measure (e): the �2
r

value of the Cr Kˇ peak energy measurements. It is to be expected
that the uncertainty in the region of interest is minimised by this
approach, and that the result is likely to be optimum using this last
method. By definition, the systematic error reflected in the slope
of each calibration is minimised. Note that this optimisation only
locally minimises this systematic around the Cr Kˇ arm angles,
away from this range, the systematic is visible.

What insight is presented in the comparisons of these figures?
They demonstrate that all wedge settings are not uniformly well
defined, and that while the uncertainty of each point from the
statistical fitting is very well defined, of order 2–3 ppm, the sys-
tematic uncertainties clearly dominate and are some 10 times this
value. Earlier analysis and past results for Ti Kˇ and V Kˇ[10,11] used
data from Sc K˛ through Mn K˛ but neglected Fe K˛. The diver-
gence of constraint at Cr Kˇ energies demanded the inclusion
of analysis of Fe K˛ profiles so that the dispersion function was
interpolated rather than extrapolated to the region of interest.
Nonetheless, the constraint was not uniformly effective because
the quantity and quality of the individual peak profiles varied from
one wedge setting to another. Hence, the collection of profiles for
each wedge setting will not in general be equally well defined.
Perhaps more importantly, this study demonstrates that any sen-
sible optimisation system yields a similar agreement and pattern
of discrepancy, and a similar final uncertainty. We investigated a
more extensive set, but these illustrate the general principle that
under normal circumstances this methodology is robust.

The remaining error (scatter) between the calibration runs
reflects that Cr Kˇ was at the far edge of the calibrated region of
the crystal angle range, so that the variance observed is deliber-
ately maximised in this study. We emphasise that effectively the
same dispersion function and optimisation as presented in mea-
sure (a) yielded no large systematic in the energy regime of Ti
Kˇ and yielded a final consistency at the � = 4.5 ppm level or
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Figure 4. The Cr Kˇ peak energies of individual measured spectra. Each sub-figure is the result of a different �2
r measure that has been optimised –

measures (a)–(e). Each of the six lines in each sub-figure are results from a single wedge position, derived by methodical stepping the spectrometer arm

angle so that the profile is stepped across the detector area. Each point fit is statistically precise to 1–3 parts per million, but the scatter between wedges

and positions is less accurate. The slopes from left to right in Fig. 4(a)–(d) are indicative of a correlation between the dispersion function (energy versus

diffracting angle) and the detector calibration (energy or angle versus detector position). This systematic results from the correlation of parameters and

the fact that this has not been minimised in these plots. Measure (e) (Fig. 4(e)) reduces this systematic in the energy region of Cr Kˇ and is sufficient to

yield an accurate determination of the detector scale and minimisation of slope systematics, with a smaller variance and dispersion. While it also yields a

higher accuracy, it remains consistent with the earlier optimisations and methods.

˙0.022 eV,[11] while that presented in measure (c) yielded no large

systematic in the energy regime of V Kˇ and yielded a final consis-

tency at the � = 2.7 ppm level or˙0.015 eV.[11] Indeed, in the latter

measurement and characterisation, the individual point uncer-

tainties were 1.6 ppm. The point is that we expect and observe

divergences due to limited accuracy of subsets with different

wedge settings near the edge of the interpolation region.

Figure 5 presents the weighted mean values of the peak energy

for each optimisation (measures (a)-(e)) in comparison to the peak

energy reported by Hölzer et al.[9] The energies reported here are

all consistent with each other and are all within 1.5 sigma of Hölzer

et al.[9] Optimising the calibrations to minimise the across detec-

tor systematic error for the Cr Kˇ profile peak energy leads to a

value for the energy to be within one � of the previous measure-

ment. This shows an ability of this calibration method to be tuned

to different energies within the same data set through the minimi-

sation of the systematic error at those energies. Table 3 shows the

averages of these various contributions to energy uncertainty for

a single Cr Kˇ spectrum as outlined in Section on Determination

of Energy Uncertainty.

Definition of chromium Kˇ standard

Kˇ peak energy

All five calibrations based on minimising measures (a)–(e) are con-
sistent. It is reasonable to report any of these results. By definition,
the calibration that worked best is based on measure (e), the cal-
ibration that minimises the �2

r value of the Cr Kˇ peak energy
measurements (Fig. 4(e)). This dispersion function calibration is
used in the remainder of the paper.

The weighted mean results in a measurement of the Cr Kˇ pro-
file peak energy of 5946.68(14) eV. This 24 ppm uncertainty is
larger than that for an individual fit given in Table 3 and is a result
of the remaining systematic error between wedge positions and
positions across angle and the detector. Comparing this value to
the prior theoretical literature value of 5947.1(10) eV,[6] the 0.42 eV
discrepancy is just over 0.42 standard deviations and is a reflection
of the theoretical imprecision. Further, this is an improved result
compared with that of the current theory.[6]

Conversely, the prior experimental literature value of
5946.823(11) eV (1.7 ppm uncertainty)[4,9] is a more accurate
determination of the peak energy for that specific experimental
configuration. The discrepancy is 0.143 eV or about 1.01 stan-
dard deviations so is in excellent agreement even in this difficult

X-Ray Spectrom. 2015, 44, 54–62 Copyright © 2015 John Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/xrs
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Figure 5. The mean peak energies of the fits of individually measured

Cr Kˇ spectra for each optimisation method compared to the literature

value. Note that all of these, despite different ansatz, yield results consis-

tent with one another to within one standard error. Further, the optimised

method focussing on the region of interest gives the highest accuracy

and lies within one standard error of the best literature value for the

peak energy.[9]

Table 3. Typical uncertainty budget for the peak energy of each of
the spectral profiles of Cr Kˇ in the final plots and which contribute
to the energy determination

Average contribution

to energy uncertainty

for an individual

Cr Kˇ

Uncertainty source spectrum (ppm)

Cr Kˇ spectrum fit ( @E
@x�xfit) 1.0

Detector dispersion function 0.21

fit
�qP

ij
@E
@PD,i

@E
@PD,j

CD,ij

�
Clinometer noise ( @E

@V�V) 1.3

Clinometer calibration fit (
qP

ij
@E
@PI,i

@E
@PI,j

CI,ij) 0.93

Total uncertainty 1.9

The energy measurements show evidence of an unknown variance,
likely involved in the experimental and geometrical parametrisation
but includes any uncertainty from theory for known and estimated
wedge positions. Therefore, the final energy determination has a
larger uncertainty than this ideal 1.9 ppm for the individual spectrum,
as required and determined by the observed variance. The indepen-
dent self-consistency shown in this work is invaluable in uncovering
sources of systematic uncertainty that might otherwise go unnoticed
and remain unanalysed.

arrangement (at the edge of the calibration series). An advantage
of the characterisation presented in this work is that the error bars
on the characterisation allow for profile and geometry-dependent
variation and, more particularly, prove the methodology used
here and in prior papers down to a valuable limit. A comparison of
the profile fit in Hölzer et al.[9] and this work is presented in Fig. 6.

Figure 6. The spectral profile of Cr Kˇ measured in this work (dashed

line) compared to that reported in Hölzer et al.[9] (dotted line). As pre-

sented here, the dashed line is a sum of 3 Lorentzians with parameters

given in Table 2. This corresponds to setting the Gaussian width that rep-

resents instrumental broadening to 0 eV. The resolution and half width

at half maxima (HWHMs) of the two results are in agreement to within

4%. Being a sum of 6 Lorentzians, the characterisation in Hölzer et al.[9]

is smoother. This is expected as the 1.4 eV instrumental broadening

obtained in the current work smooths out the spectrum so that Hölzer et

al.[9] can capture some higher resolution information. It should be noted

that Hölzer et al.[9] deconvolved the Kˇ spectrum before fitting with an

unreported broadening.

Conclusion

The spectral profile of Cr Kˇ was measured and characterised
in a transferable way. The characterisation involved modelling
the profile with four Lorentzian peaks convolved with a com-
mon Gaussian. The Gaussian is recommended to model addi-
tional (instrumental) broadening, so long as significant profile
vignetting is not involved, that is, that the profiles are complete
Kˇ profiles not truncated by the source size or a slit width. This
method will reveal the significance of any such vignetting by
returning a high �2

r value for the fits and by being strongly depen-
dent on crystal or diffracting angle. The individual widths and
component parametrisation are given explicitly for each compo-
nent. The Cr Kˇ peak energy was found to be 5946.68(14) eV.
This is a 24 ppm result. The component modelling is reliable and
a recommended standard methodology for future X-ray calibra-
tion. Most importantly, this study demonstrates that even near the
edge of a calibrated region, with strong variance of results from
systematics, the computed final uncertainties accurately reflect
the uncertainty of the measurement, even when modelled by a
range of distinct optimisations.
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APPENDIX

We here discuss the calibration of the energy axis. This is the
definition form of the dispersion function through calibration
functions, the method of propagating error bars through the cal-
ibration functions to find uncertainty in energy and a method
finding dispersion function through calibration function fitting.

Dispersion function

Two calibration functions are required to map the dispersion
function and detector profile to an absolute energy axis. The cli-
nometer calibration function I.V ; PI/maps the clinometer voltage
V to the clinometer angle I, while the supplementary relation � D
�I maps the clinometer angle to the dispersion crystal angle �
which reflects the theoretical Mosplate model crystal angle, thus:

� D �I.V ; PI/ (A.1)

I.V ; PI/ is defined to be:

I.V ; PI/ D arcsin

�
V � PI,2

PI,0

�
� PI,1 C

nX
iD0

PI,.iC3/.V � PI,2/
i (A.2)

where PI is the vector of fitting parameters.
A second calibration function, the detector dispersion calibra-

tion function D2.x; PD/, maps the recorded detector position x in
output units to the theoretical detector position D in mm. The
map from x to D was defined by:

D2.x; PD/ D

1X
iD0

PD,ix
i (A.3)

where PD is the vector of fitting parameters.
Using this calibration, an energy can be assigned for any detec-

tor position x and any clinometer voltage V :

E.x, V ; PD, PI/ D Emos.D2.x; PD/,�I.V ; PI// (A.4)

Eqns A.2 and A.3 define the calibration of an experimental
configuration (i.e. wedge position). The calibration process was
reduced to simultaneously finding the PI and PD fitting parameters
that best fit the K˛ data possibly combined with a minimisation of
the variance of another interesting line’s measured peak energy at
the same time (in this experiment: Ti Kˇ, V Kˇ or Cr Kˇ). This opti-
mised the statistical information for the determination of the a Kˇ
profile peak energy and the dispersion function.
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Determination of energy uncertainty

Following Eqn A.4, the uncertainty in the energy assigned to
a detector position measurement, �E, was due to four sources
of uncertainty:

1. the determination of the detector position (�x),
2. the detector dispersion fit CD,ij ,
3. the noise in clinometer voltage (�V), and
4. the clinometer calibration function fitting CI,ij .

�E2D

�
@E

@x
�x

�2

C
X

ij

@E

@PD,i

@E

@PD,j
CD,ijC

�
@E

@V
�V

�2

C
X

ij

@E

@PI,i

@E

@PI,j
CI,ij

(A.5)

where CD,ij is the i, jth element of the covariance error matrix from
the detector dispersion function fit while CI,ij is the i, jth element
of the covariance error matrix from the clinometer calibration
function fit.

The clinometer calibration function covariance includes all
uncertainties from clinometer nonlinearity, peak and energy
uncertainty of K˛ transitions and fitting, diffraction theory uncer-
tainty and variance and other contributions. While the K˛ peak
position uncertainties are as detailed in Table 1, the uncertain-
ties of the refractive index correction and temperature variation
are approximately 1 ppm. Indeed, any temperature uncertainty
primarily cancels in the modelling. The impact of uncertainty of
the source position upon the diffraction computations is almost
negligible. Further, the correlated uncertainty of more complex
diffraction estimates cancels to first order.

Calibration function fitting

The specific process which was undertaken to find the fitting
parameters PI and PD for each calibration followed four major
steps: the clinometer pre-calibration; the clinometer calibration
first estimate; the calibration fitting; and the detector scale cor-
rection. First, preliminary clinometer pre-calibration entailed an
experimental characterisation of the angle of incline to voltage
function (Vpre.I/) of the clinometers in isolation:

Vpre.I/ D PV ,0 sin .I � PV ,1/ � PV ,2 C

8X
iD0

PV ,.iC4/V
i (A.6)

Second, an estimate of the clinometer calibration function was
constructed by generating data with the Vpre.I/ function, inverting

the data and then fitting these data with I.V ; PI/ (Eqn A.2) where
the order of the polynomial was set to n D 3.

Third, calibration fitting was a four stage process beginning
with estimation of PI and PD. Each stage made a refinement of
either PI or PD through one round of fitting.

The first was to fit the I.V ; PI/ function to Idata versus V where
Idata is a set of calculated data predicting the expected clinometer
angle for each peak based on the energy and detector position:

Idata D ��mos.D.x, PD/, E/ (A.7)

It has uncertainty�Idata:

�I 2
dataD

�
@�mos

@E
�E

�2

C

�
@�mos

@D

�2
0
@X

ij

@D

@PD,i

@D

@PD,j
CD,ijC

�
@D

@x
�x

�2
1
A

(A.8)

This first fit allowed only allows the refinement of PI,1 (the overall
offset to I.V ; PI/).

The second stage was a refit of Idata versus V with I.V ; PI/ using
the PI from fit 1 as a estimate, this time only allowing the refine-
ment of PI,4 through PI,7, fitting the fine details and secondary
functional parameters of I.V ; PI/.

The third stage was to fit D.x; PD/ to Ddata versus x, where Ddata

is a set of calculated data that provides the expected theoret-
ical detector position for each peak based on the energy and
crystal angle:

Ddata D Dmos.E,�I.V ; PI// (A.9)

It has uncertainty�Ddata:

�D 2
dataD

�
@Dmos

@E
�E

�2

C

�
@Dmos

@�

�2
0
@X

ij

@I

@PI,i

@I

@PI,j
CI,ij C

�
@I

@V
�V

�2
1
A

(A.10)

Both PD parameters were free in this fit.
Lastly, results from the third stage were then used to refit Idata

versus V using I.V ; PI/, allowing the refinement of PI,4 through PI,7,
as in the second fit. This method generates the PI and PD param-
eters along with associated covariance error matrices CI from the
fourth fit and CD from the third fit.

At the end of this four stage step, the fitted PI parameters char-
acterised how the clinometers functioned in the setup through
fitting the interlinked K˛ peak energy, peak position and clinome-
ter voltage calibration data.
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