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What is the timeline and 
topology of reionization?

Observe imprint of neutral IGM 
on galaxies (+quasars, GRBs) 

Forward model to connect  
Lyα observations to IGM state 

Observe neutral hydrogen  
via 21cm emission  

Impact of reionization heating  
on formation of dwarfs
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z~8 galaxy SED
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Fig. 15.— The relative normalization φ∗ of the UV LF at var-
ious redshifts based on sources from the CANDELS-GN (open
red circles), CANDELS-GS (open blue squares), CANDELS-UDS
(open green triangles), CANDELS-COSMOS (magenta crosses),
CANDELS-EGS (open black pentagons), and BoRG/HIPPIES
(solid cyan square) fields versus redshift (§4.6). In deriving the
relative normalization φ∗ of the LF from the individual CANDELS
fields, we fix the characteristic luminosity M∗ and faint-end slope
α to the value derived based on our entire search area and fit for
φ∗. The plotted 1σ uncertainty estimates are calculated assuming
Poissonian uncertainties based on the number of sources in each
field and allowing for small (∼10%) systematic errors in the cal-
culated selection volumes field-to-field. Specific search fields show
a significantly higher surface density of candidate galaxies at spe-
cific redshifts than other search fields (e.g., the CANDELS-EGS
and CANDELS-GN fields show a higher surface density of z ∼ 7
candidates than the CANDELS-GS or CANDELS-UDS fields).

Fig. 16.— SWML determinations of the UV LFs at z ∼ 10
(magenta points and 1σ upper limits) compared to those at lower
redshifts (see caption to Figure 6). Also shown are our Schechter
fits to the z ∼ 10 LF (magenta line: see §4.6). The dotted magenta
line shows the LF we would expect extrapolating the z ∼ 4-8 LF
results to z ∼ 10 using the fitting formula we derive in §5.1. We
note a deficit of fainter (MUV,AB ! −19.5) z ∼ 10 candidates
relative to the predictions from the fitting formula we present in
§5.1, in agreement with the earlier findings of Oesch et al. (2012a)
and Oesch et al. (2013a).

on the UV LF being significantly limited by the impact
of cosmic variance, we can use the current samples to
set interesting constraints on the amplitude of the field-
to-field variations themselves. For simplicity, we assume
that we can capture all variations in the LF through a
change in its normalization φ∗, keeping the characteris-
tic luminosity M∗ and faint-end slope α for galaxies at
a given redshift fixed. The best-fit values for φ∗ we de-
rive for sources in each field relative to that found for all
fields is shown in Figure 15 for sources in all five samples
considered here. Bouwens et al. (2007) previously at-
tempted to quantify the differences in surface densities of
z ∼ 4, z ∼ 5, and z ∼ 6 sources over GOODS North and
GOODS South (see also Bouwens et al. 2006 and Oesch
et al. 2007). Uncertainties on the value of φ∗ in a field rel-
ative to the average of all search fields is calculated based
on the number of sources in each field assuming Poisso-
nian uncertainties, allowing for small (∼10%) systematic
errors in the calculated selection volumes field-to-field.
While the volume density of high-redshift candidates

in most wide-area fields does not differ greatly (typically
varying "20% field-to-field), there are still sizeable dif-
ferences present for select samples field-to-field. One of
the largest deviations from the cosmic average occurs
for z ∼ 7 galaxies over the EGS field where the volume
density appears to be almost double what it is over the
CANDELS-GS, COSMOS, or UDS fields, for example.
The CANDELS-GN also shows a similar excess at z ∼ 7
and z ∼ 8 relative to these other fields (see also Finkel-
stein et al. 2013). The relative surface density of z ∼ 4,
z ∼ 5, and z ∼ 6 candidates over the CANDELS-GN
and GS fields are similar to what Bouwens et al. (2007)
found previously (see Table B1 from that work), with
the GS field showing a slight excess in z ∼ 4 and z ∼ 6
candidates relative to GN and the GN field showing an
excess of z ∼ 5 candidates.
Generally however, the observed field-to-field varia-

tions are well within the expected∼20% variations in vol-
ume densities for the large volumes probed in the present
high-redshift samples.

4.6. z ∼ 10 LF Results

We also took advantage of our large search areas to
set constraints on the UV LF at z ∼ 10. Only a small
number of z ∼ 10 candidates were found, but they still
provide, along with the upper limits, a valuable addi-
tion to the z ∼ 4-8. In doing so, we slightly update the
recent LF results of Oesch et al. (2014) to consider the
additional search area provided by the CANDELS-UDS,
CANDELS-COSMOS, and CANDELS-EGS fields.
Due to the fact that the majority of our search fields

contain zero z ∼ 10 candidates, we cannot use the bulk of
the present fields to constrain the shape of the LF, mak-
ing the SWML and STY fitting techniques less appropri-
ate. In such cases, it can be useful to simply derive the
UV LF assuming that the source counts are Poissonian-
distributed (given that field-to-field variations will be
smaller than the very large Poissonian uncertainties).
One then maximizes the likelihood of both the stepwise
and model LFs by comparing the observed surface den-
sity of z ∼ 10 candidates with the expected surface den-
sity of z ∼ 10 galaxies in the same way as we have done
before (e.g., Bouwens et al. 2008).
Figure 16 shows the constraints we derive on the step-

Rest-frame UV absolute magnitude

We have observed 100s of galaxies at  z>6  
which can direct ly trace their  environments

Bouwens+15
bright                                                   faint

Quasars are > 1000x 
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Figure 3. Keck/MOSFIRE Y-band spectrum of COS-zs7-1, a bright

(H=25.1) dropout presented in Roberts-Borsani et al. (2016). We identify

an emission feature at the spatial position of the dropout at 9913 Å which

is likely to be Lyα at z = 7.154. The top panel shows the two dimensional

SNR map (black is positive), clearly showing the characteristic negative-

positive-negative signature expected from the subtraction of dithered data.

The bottom panel shows the flux calibrated one-dimensional extraction.

ward of the OH line, we find a total flux of 2.5 ± 0.4×10−17 erg
cm−2 s−1 and a rest-frame Lyα equivalent width of 28± 4 Å.

Table 2 summarizes the various emission line measures and
the related physical properties for all three sources in the context of
earlier work.

4 PHOTOIONIZATION MODELING

The broadband SEDs of the RB16 galaxies suggest the presence
of extremely large equivalent width [OIII]+Hβ emission. Here we
investigate whether the available data require an intense radiation
field that may favor the escape of Lyα. In the case, of EGS-zs8-
1 and EGS-zs8-2, we fold in the new constraints on [CIII], CIII]
emission. We focus our analysis on the three galaxies from RB16
for which we have obtained new spectral constraints (COS-zs7-
1, EGS-zs8-1, EGS-zs8-2). We fit the available emission-line and
broadband fluxes using the Bayesian spectral interpretation tool
BEAGLE (Chevallard & Charlot 2016), which incorporates in a
flexible and consistent way the production of radiation in galax-
ies and its transfer through the interstellar and intergalactic media.
The version of BEAGLE used here relies on the models of Gutkin
et al. (in preparation), who follow the prescription of Charlot &
Longhetti (2001) to describe the emission from stars and the in-
terstellar gas, based on a combination of the latest version of the
Bruzual & Charlot (2003) stellar population synthesis model with
the standard photoionization code CLOUDY (Ferland et al. 2013).
The main adjustable parameters of the photoionized gas are the in-
terstellar metallicity, ZISM, the typical ionization parameter of newly
ionized H II regions, US (which characterizes the ratio of ionizing-
photon to gas densities at the edge of the Stroemgren sphere), and
the dust-to-metal mass ratio, ξd (which characterizes the depletion

of metals on to dust grains). We consider here models with hydro-
gen density nH = 100 cm−3, and two values of C/O abundance ra-
tios, equal to 1.0 and 0.5 times the standard value in nearby galax-
ies [(C/O)⊙ ≈ 0.44. Attenuation by dust is described using the
2-component model of Charlot & Fall (2000), combined with the
Chevallard et al. (2013) ‘quasi-universal’ prescription to account
for the effects linked to dust/star geometry (including ISM clumpi-
ness) and galaxy inclination. Finally, we adopt the prescription of
Inoue et al. (2014) to include absorption by the IGM.

We parametrize the star formation histories of model galax-
ies in BEAGLE as exponentially delayed functions ψ(t) ∝

t exp(−t/τSFR), for star formation timescale in the range 7 ≤

log(τSFR/yr) ≤ 10.5 and formation redshift in the range zobs ≤

zform ≤ 50 (where zobs is the observed galaxy redshift). We adopt
a standard Chabrier (2003) initial mass function and assume that
all stars in a given galaxy have the same metallicity, in the range
−2.2 ≤ log(Z/Z⊙) ≤ 0.25. We superpose on this smooth ex-
ponential function a current burst with a fixed duration 10 Myr,
whose strength is parametrized in terms of the specific star for-
mation rate, in the range −14 ≤ log(ψS/yr

−1) ≤ −7. We adopt
the same interstellar and stellar metallicity (ZISM = Z) and let the
dust-to-metal mass ratio and ionization parameter freely vary in
the range ξd = 0.1 − 0.5 and −4 ≤ logUS ≤ −1, respectively.
We consider V -band dust attenuation optical depths in the range
−3 ≤ log τ̂V ≤ 0.7 and fix the fraction of this arising from dust
in the diffuse ISM rather than in giant molecular clouds to µ = 0.4
(Wild et al. 2011).

With this parametrization, we use BEAGLE to fit the avail-
able constraints on the Lyα equivalent width (taken as a lower limit
owing to resonant scattering), [C III]λ1907+C III]λ1909 equiva-
lent width (for EGS-zs8-1 and EGS-zs8-2), and broadband F125W,
F140W, F160W and IRAC 3.6µm and 4.5µm fluxes. We obtain
as output the posterior probability distributions of the above free
model parameters, as well as those of a large collection of derived
parameters, such as for example the production rate of hydrogen
ionizing photons per 1500 Å luminosity, ξ∗ion (Table 3). The ξ∗ion val-
ues correspond to the intrinsic UV emission from the stellar popu-
lation model that reproduces the data, computed before reprocess-
ing by gas and before attenuation by dust. Below we also present
ξion, which is computed considering the UV emission after it has
been reprocessed by gas and attenuated by dust. This latter quan-
tity provides the total Lyman continuum production rate given the
observed far-UV emission.

The modeling procedure is able to successfully reproduce
the broadband SEDs of the Roberts-Borsani et al. (2016) galax-
ies (i.e., Figure 4). Matching the large flux excess in the IRAC
[4.5] filter requires models with very large specific star formation
rates (7-24 Gyr−1), indicating a population undergoing rapid stellar
mass growth. The implied interstellar metallicities are in the range
Z=0.0016-0.0026, which is equivalent to 0.10-0.17 Z⊙ using the
solar metallicity value (Z⊙=0.01524) from Bressan et al. (2012).
The strong [CIII], CIII] emission in EGS-zs8-1 forces the models
to low metallicity (0.11 Z⊙) and significantly reduces the allow-
able metallicity range. Because of the depletion of metals onto dust
grains (parameterized by the ξd parameter) the gas-phase metal-
licity will be lower than the total interstellar metallicity that is fit
by the models and reported in Table 3. After accounting for the de-
rived ξd values using the method described in Gutkin et al. (2016, in
prep), the gas-phase oxygen abundance is found to range between
12+log O/H = 7.76, 7.77, 7.97 for COS-zs7-1, EGS-zs8-1, EGS-
zs8-2, respectively. The detection of [CIII], CIII] in the spectrum of
EGS-zs8-1 allows us to consider variations in the C/O abundance

c⃝ 2016 RAS, MNRAS 000, 1–13

Stark+17

Lyman-α  emission is  produced ubiquitously  
in young star- forming galaxies
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Figure 4. The black solid line in top panel shows the Lyα absorption cross section, σα (x), at a gas temperature of T = 104 K as given by the Voigt
function (Equation (15)). This Figure shows that the absorption cross section is described accurately by a Gaussian profile (red dashed line) in the ‘core’
at |x| < xcrit ∼ 3.2 (or |#v| < 40 km s−1), and by a Lorentzian profile in the ‘wing’ of the line (blue dotted line). The Voigt profile is only an approximate
description of the real absorption profile. Another approximation includes the ‘Rayleigh’ approximation (grey solid line, see text). The green dotted line
shows the absorption profile resulting from a full quantum mechanical calculation (Lee 2013). The different cross sections are compared in the lower panel,
which highlights that the main differences arise only far in the wings of the line.

‘redistribution functions’12 can be found in e.g. Lee (1974,
also see Unno 1952, Hummer 1962). Redistribution func-
tions that describe partially coherent scattering have been
referred to as ‘type-II’ redistribution functions (where type-I
would refer to completely incoherent scattering).

Figure 5 shows examples of type-II redistribution func-
tions, R(xout, xin), as a function of xout for xin = 0, 1, ... (this
Figure was kindly provided by Max Gronke). This Figure
shows that (i) R(xout, xin) varies rapidly with xin, and (ii) for
|xin| ≫ 3 the probability of being scattered back to xout = 0
becomes vanishingly small. Before we discuss why this latter
property of the redistribution function has important implica-
tions for the scattering process, we first explain that its origin
is related to ‘resonant’ vs ‘wing’ scattering.

Figure 6 shows the PDF of the frequency of a photon, in
the atoms frame (xat), for two incoming frequency xin = 3.3
(black solid line, here labelled as x) and xin = −5.0 (red
dashed line). The black solid line peaks at xat = 0. That
is, the photon with xin = 3.3 is most likely scattered by an
atom to which the photon appears exactly at line centre.
That is, the scattering atom must have velocity component
parallel to the incoming photon that is ∼ 3.3 times vth. This
requires the atom to be on the Maxwellian tail of the velocity

12It is worth pointing out that these redistribution functions are averaged
over the direction in which the outgoing photon is emitted, i.e.

R(xout, xin) = 1
4π

∫ 1

−1
dµ P(µ)R(xout, xin, µ), (19)

where P(µ) denotes the ‘phase function’, and P(µ)dµ/[4π ] describes
the probability that µ = kout · kin lies in the range µ ± dµ/2. We stress
that the redistribution functions depend strongly on outgoing direction.
Expressions for R(xout, xin, µ) can be found in Dijkstra & Kramer (2012).
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Figure 5. This Figure (Credit: Figure kindly provided by Max Gronke)
shows examples of redistribution functions - the PDF of the frequency of
the photon after scattering (xout, here labelled as x’), given its frequency
before scattering (xin, here labelled as x) - for partially coherent scattering.
We show cases for xin = 0, 1, 2, 3, 4. The plot shows that photons in the
wing (e.g. at xin = 5) are unlikely to be scattered back into the core in a
single scattering event.

distribution. Despite the smaller number of atoms that can
meet this requirement, there are still enough to dominate
the scattering process. However, when xin = −5.0 the same
process would require atoms that lie even further on the
Maxwellian tail. These atoms are too rare to contribute to
scattering. Instead, the photon at xin = −5.0 is scattered by
the more numerous atoms with speeds close to vth. In the

PASA, 31, e040 (2014)
doi:10.1017/pasa.2014.33
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function (Equation (15)). This Figure shows that the absorption cross section is described accurately by a Gaussian profile (red dashed line) in the ‘core’
at |x| < xcrit ∼ 3.2 (or |#v| < 40 km s−1), and by a Lorentzian profile in the ‘wing’ of the line (blue dotted line). The Voigt profile is only an approximate
description of the real absorption profile. Another approximation includes the ‘Rayleigh’ approximation (grey solid line, see text). The green dotted line
shows the absorption profile resulting from a full quantum mechanical calculation (Lee 2013). The different cross sections are compared in the lower panel,
which highlights that the main differences arise only far in the wings of the line.
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also see Unno 1952, Hummer 1962). Redistribution func-
tions that describe partially coherent scattering have been
referred to as ‘type-II’ redistribution functions (where type-I
would refer to completely incoherent scattering).

Figure 5 shows examples of type-II redistribution func-
tions, R(xout, xin), as a function of xout for xin = 0, 1, ... (this
Figure was kindly provided by Max Gronke). This Figure
shows that (i) R(xout, xin) varies rapidly with xin, and (ii) for
|xin| ≫ 3 the probability of being scattered back to xout = 0
becomes vanishingly small. Before we discuss why this latter
property of the redistribution function has important implica-
tions for the scattering process, we first explain that its origin
is related to ‘resonant’ vs ‘wing’ scattering.

Figure 6 shows the PDF of the frequency of a photon, in
the atoms frame (xat), for two incoming frequency xin = 3.3
(black solid line, here labelled as x) and xin = −5.0 (red
dashed line). The black solid line peaks at xat = 0. That
is, the photon with xin = 3.3 is most likely scattered by an
atom to which the photon appears exactly at line centre.
That is, the scattering atom must have velocity component
parallel to the incoming photon that is ∼ 3.3 times vth. This
requires the atom to be on the Maxwellian tail of the velocity

12It is worth pointing out that these redistribution functions are averaged
over the direction in which the outgoing photon is emitted, i.e.

R(xout, xin) = 1
4π

∫ 1

−1
dµ P(µ)R(xout, xin, µ), (19)

where P(µ) denotes the ‘phase function’, and P(µ)dµ/[4π ] describes
the probability that µ = kout · kin lies in the range µ ± dµ/2. We stress
that the redistribution functions depend strongly on outgoing direction.
Expressions for R(xout, xin, µ) can be found in Dijkstra & Kramer (2012).
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distribution. Despite the smaller number of atoms that can
meet this requirement, there are still enough to dominate
the scattering process. However, when xin = −5.0 the same
process would require atoms that lie even further on the
Maxwellian tail. These atoms are too rare to contribute to
scattering. Instead, the photon at xin = −5.0 is scattered by
the more numerous atoms with speeds close to vth. In the

PASA, 31, e040 (2014)
doi:10.1017/pasa.2014.33
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Fig. 9.— The fraction of Lyman break galaxies that display Lyα in emission at an EW ≥ 25 Å, plotted as a function of redshift. The
values at z = 7 and 8 reflect differential measurements with the data at z = 6, as described in the text. Thus, these data points and errors
are simply the convolution of the xLyα PDF at z = 6 and the transmission fraction PDF at z = 7 and 8.
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Fig. 10.— Posterior probability distribution for our full model, p(EWLyα—β). Shaded plots represent the posterior PDF marginalized
over all but the two variables labeling the axes, while line plots are marginalized over all but one variable. Thus, the one dimensional PDFs
for each variable, from which we quote our error bars, can be read off along the diagonal.
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How do we connect Lyα  observat ions  
to the neutral  f ract ion, x̅HI?

EWemitted EWobs = T x EWemitted

🔭
Lyα

x̅HI

EW ~ fline/fcont see e.g. Dijkstra+11; Bolton & Haehnelt 13; Jensen+13 

p(T | xH̅I, Mh, MUV, Δv)



Real ist ical ly  model l ing reionizat ion  
requires a multi -scale  approach

IGM attenuation of Lyα at z > 6 567

imprint on the Lyα line. A strong evolution in the Lyα fraction
would therefore require a very substantial change in the filling
factor of ionized regions, QH II, over the same brief interval: z ≈ 6
→ 7 (e.g. McQuinn et al. 2007; Mesinger & Furlanetto 2008b;
Dijkstra, Mesinger & Wyithe 2011; Jensen et al. 2013). Alternately,
if the photoionizing background drops rapidly beyond z ! 6, the
increasing abundance of self-shielded systems inside the ionized
IGM can imprint a similar signature (Bolton & Haehnelt 2013).
Yet another possibility to explain a drop in the Lyα fraction is
an evolution of the intrinsic galaxy properties themselves, such as
wind characteristics and the escape fraction of ionizing photons,
fesc (Dijkstra et al. 2014). Alternately, a joint evolution in the IGM
and/or galaxy properties could ease tension with observations.

Here, we develop the most comprehensive model of IGM absorp-
tion to date, including the impact of both (i) the large-scale (hun-
dreds of cMpc; e.g. Iliev et al. 2014) reionization morphology; and
(ii) ∼kpc scale (e.g. Schaye 2001) self-shielded systems. We make
use of well-tested seminumerical simulations to model reionization
morphology. Our reionization simulations include sub-grid mod-
elling of UV photoheating feedback and recombinations, shown to
significantly decrease the size of cosmic H II regions (Sobacchi &
Mesinger 2014). We complement these with moderate-scale (tens
of cMpc) hydrodynamic simulations of the ionized IGM, resolv-
ing the relevant self-shielded systems. With this tiered approach,
we show how the redshift evolution in the z ! 6 Lyα fraction can

constrain both the filling factor of ionized regions as well as the
photoionizing background.

This paper is organized as follows. In Section 2, we present our
model for IGM absorption, sourced by both patchy reionization
(Section 2.1) and self-shielded systems (Section 2.2). In Section 3,
we present our results on the evolution of the IGM transmission and
the Lyα fraction from z ≈ 6 → 7. Finally, we conclude in Section 4.

Unless stated otherwise, we quote all quantities in comoving
units. We adopt the background cosmological parameters: ("#, "M,
"b, n, σ 8, H0) = (0.68, 0.32, 0.049, 0.96, 0.83, 67 km s−1 Mpc−1),
consistent with recent results from the Planck mission (Planck Col-
laboration XVI 2013).

2 MO D EL

Because of the difficulties mentioned above, we model the total
Lyα opacity using a tiered approach, illustrated in Fig. 1. We sim-
ulate the morphology of reionization on large scales (hundreds of
Mpc), using a seminumeric simulation. The reionization simulation
is used to compute the damping wing opacities from the large-scale
distribution of cosmic neutral patches, for a given value of the H II

volume filling factor, QH II. We complement the reionization simula-
tion with a moderate-scale (tens of Mpc) hydrodynamic simulation,
capable of resolving self-shielding gas clumps in the cosmic ionized
patches of the IGM surrounding high-z galaxies. The hydrodynamic

Figure 1. Schematic showing the various components of our model. From left to right we show: (i) a 0.75 Mpc thick slice through our large-scale reionization
simulation at QH II ∼0.5, with cosmic H II (H I) patches shown in white (black) (Sobacchi & Mesinger 2014); (ii) a 21 kpc slice through our hydro simulation
of the residual H I inside the cosmic H II patches surrounding high-z galaxies; (iii) the Lyα line emerging from a galaxy including RT through local outflows.
(i) and (ii) are used in this work, while (iii) is taken from Dijkstra et al. (2011). Relative scales are approximate.
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Ly a  l i n e  p r o f i l e s  f r o m  z ~ 0 . 2  G r e e n  P e a s   
s h o w  t h e  i m p a c t  o f  I S M  r a d i a t i v e  t r a n s f e r6

Fig. 3.— Ly↵ emission line spectra of Green Peas before subtracting continuum. These 42 galaxies are sorted by decreasing fLy↵

esc from
left to right, and from top to bottom. The ID and fLy↵

esc are given in each panel. The five LyC leakers are marked with ‘LyC’. The last one
galaxy (GP0339�0725) shows weak Ly↵ absorption. One Green Pea (GP0747+2336) is not shown here, because its Ly↵ spectra is very
noisy and no Ly↵ emission or absorption lines are detected.

Fig. 4.— Comparison of the fLy↵

esc and EW(Ly↵) of Green Peas.

outflows in this galaxy. We excluded this object from the
calculation of correlation coe�cients.
On the other hand, in Paper I, we found large scat-

ter between fLy↵

esc
and V(red-peak) with 12 Green Peas.

However, as the current sample covers a large range of
fLy↵

esc
and V(red-peak), fLy↵

esc
shows an anti-correlation

with V(red-peak). The relation between fLy↵

esc
and V(red-

peak) in this Green Peas sample is very similar to the

Fig. 5.— Here we compare the rest-frame EW(Ly↵) distribution
of Green Peas with di↵erent samples. The solid green line shows
the sample of 28 Green Peas with EW(Ly↵) ⇠> 20Å. The blue dash-

dot line shows the GALEX z ⇠ 0.3 LAE sample (Cowie et al. 2011;
Finkelstein et al. 2009; Scarlata et al. 2009). The magenta dashed
line shows the z = 2.8 LAE sample from Zheng et al. (2016).
The red dotted line shows the z = 5.7 and 6.5 LAE sample from
Kashikawa et al. (2011).

relations between EW(Ly↵) and V(red-peak) in high
redshift LAEs and LBGs, where the LAEs have high
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Galaxy Zoo Green Peas 3

Figure 1. Example g,r,i composite colour 50′′x 50′′ SDSS images classified by Pea hunters, with the r-band representing green light. The distinctly green
colour and compact morphology makes the Peas (left 3 images) easily distinguishable from the classical elliptical (right image). The elliptical galaxy is clearly
red and has a smooth profile, while the Peas are r-band dominated and unresolved in these images, appearing like stellar point sources. All objects shown here
are at z∼0.2.

Figure 2. Left: r − i vs g − r colour-colour diagram for 251 Peas (green crosses) and a sample of normal galaxies (red points) matched in z and g-band
magnitude, and all QSOs (purple points) which lie in the same redshift range as the Peas, 0.112 < z < 0.36. Right: r − z vs u − r colour for the same
classes. The Peas are most cleanly separated in the r− i, g− r colour diagram, where they stand out as particularly bright in the r-band. The colour cuts were
selected to include the Peas identified by the Galaxy Zoo volunteers and to exclude both galaxies and QSOs.

objects were targeted by fibers as they became available in a given
field, so their selection function is not well determined. Without a
uniform selection for the Peas across the sky, their absolute space
density cannot be accurately assessed.

2.2 How common are the Peas?

Because the spectroscopic selection is biased in unquantifiable
ways, i.e., based on the availability of a spectral fibre in a given
pointing, the space density of the Peas is difficult to assess. In or-
der to estimate the space density of the Peas in SDSS, we need
to search the entire SDSS photometric catalogue for objects with
our colour selection criteria. We note that the Pea colour selection
can also return much higher redshift objects by finding other emis-
sion lines in the r-band filter. Therefore we first search the spectro-

scopic sample to help understand these contaminants. Dropping the
Pea redshift selection limits, we find 198 objects at higher redshift
in the spectoscopic sample which fall into our colour-selection re-
gion. These are mostly QSOs (only 4 have a spectral type labelled
as galaxy by the SDSS pipeline), which cluster at redshifts z=1.2,
where the 2800Å Mg II line falls into the r-band, and z=3.0, where
the 1546 Å CIV line falls into the r-band. Very roughly, in the en-
tire spectroscopic database, there are comparable numbers of Peas
and higher-z QSOs in the colour-selection region. Searching the en-
tire SDSS photometric catalogue (PhotoObj) regardless of spec-
troscopic information, we limit ourselves to objects with the same
r-band magnitude range as the Peas (18 ! r !20.5) and to ob-
jects with similar compactness (petrorad r! 2.0 ′′), in order to
limit the contaminants from other redshifts. We further added the
requirement of small g, r and i band photometric errors to avoid the
scattering of contaminants with poor photometry into the colour se-

c⃝ 2009 RAS, MNRAS 000, 1–18

Cardamone+09
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2142 M. Dijkstra, A. Mesinger and J. S. B. Wyithe

Figure 2. Left-hand panel: this figure shows the probability density, dP/d logTIGM, that the IGM transmits to the observer a fraction of emitted Lyα photons
in the range logTIGM ± d logTIGM/2, for galaxies populating dark matter haloes of 1010 M⊙ < Mhalo < 3 × 1010 M⊙ in a universe with a neutral fraction of
x̄H I = 0.91 (by volume) at z = 8.6. The red dashed line (black solid line) shows the model with vwind = 25 (200) km s−1. In both models, NH I = 1020 cm−2.
The blue dotted line shows the ‘no-RT’ model (see text). This figure illustrates that (i) the IGM can transmit a significant fraction of Lyα photons, despite
the fact that reionization has only just started (text) and (ii) the IGM becomes even more ‘transparent’ when winds are affecting Lyα scattering in the ISM.
Right-hand panel: same as the left-hand panel, but now we plot the CDF, P (> TIGM). We find for example that TIGM > 10 per cent for ∼10 per cent of all
haloes in the ‘no-RT’ model, and that this fraction is boosted when winds are present.

Figure 3. Same as Fig. 2, but with an enhanced H I column density in the wind of NH I = 1021 cm−2. Frequency diffusion that occurs as Lyα photons scatter
through an extremely opaque medium causes a larger fraction of photons to emerge at larger redshifts from the line centre, which reduces the effective IGM
opacity.

reach a neutral patch of the IGM, their absorption cross-sections are
further out on the damping wing tail. Therefore, outflows reduce
the impact of both resonant and damping with opacities (see Fig. 1).
Specifically, the right-hand panel shows that TIGM > 10 per cent for
∼30 per cent (∼60 per cent) of LAEs for vwind = 25 km s−1 (vwind =
200 km s−1).

To underline the effect of winds, we compare to a model in which
we only evaluate the damping wing optical depth, τD, at line centre,
i.e. we set TIGM ≡ − ln τD(#ν = 0). This model is referred to as the
‘no radiative transfer’ (‘no-RT’) model, as it corresponds to a model
in which no scattering of Lyα photons occurs in either the ISM or
the ionized IGM, and is represented by the blue dotted line. The
TIGM is clearly skewed more to lower values for this no-RT model.
That is, without winds a neutral IGM dramatically attenuates the
transmission of the Lyα line. Only ∼10 per cent of LAEs have
transmission fractions greater than 0.1 (as has been demonstrated
repeatedly in the past, e.g. Cen & Haiman 2000; Furlanetto et al.
2004; Santos 2004; McQuinn et al. 2008; Mesinger & Furlanetto
2008a,b). Winds therefore clearly boost the detectability of Lyα

emission from galaxies during the early phases in the EoR.
Fig. 3 shows the same quantities as Fig. 2, but for wind models

with NH I = 1021 cm−2. The ‘no-RT’ model is of course unchanged.
The TIGM-PDFs are shifted to larger values, because resonant scat-

tering through very opaque media [the line-centre optical depth to
Lyα photons is τ0 = 5.9 × 107(NH I/1021 cm−2)(Tgas/104 K)−1/2],
results in frequency diffusion which increases with optical depth
τ 0 (e.g. Harrington 1973; Neufeld 1990). As a result of this fre-
quency diffusion, a larger fraction of photons will emerge at larger
redshifts from the line centre, which further reduces the effective
IGM opacity.

Fig. 4 shows the same as Fig. 2, but for a lower volume-averaged
neutral fraction of x̄H I = 0.80. We find that TIGM > 10 per cent for
∼35 per cent for the no-RT model, and that TIGM > 10 per cent
for ∼75 per cent (∼95 per cent) of all haloes for the wind model
with vwind = 25 km s−1 (vwind = 200 km s−1). This shift of the TIGM-
PDF arises because of the reduced neutral hydrogen content of the
Universe.

4 C O M PA R ISO N TO R E C EN T DATA

4.1 Interpretation of the recent observations
of a z = 8 .56 galaxy

The observed Lyα luminosity of the z = 8.56 galaxy is Lα = (5.5 ±
1.0 ± 1.8) × 1042 erg s−1 (the first number denotes the 1σ un-
certainty, while the second denotes the systematic uncertainty),

C⃝ 2011 The Authors, MNRAS 414, 2139–2147
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Very opaque ISM 
NHI = 1021 cm-2

2142 M. Dijkstra, A. Mesinger and J. S. B. Wyithe

Figure 2. Left-hand panel: this figure shows the probability density, dP/d logTIGM, that the IGM transmits to the observer a fraction of emitted Lyα photons
in the range logTIGM ± d logTIGM/2, for galaxies populating dark matter haloes of 1010 M⊙ < Mhalo < 3 × 1010 M⊙ in a universe with a neutral fraction of
x̄H I = 0.91 (by volume) at z = 8.6. The red dashed line (black solid line) shows the model with vwind = 25 (200) km s−1. In both models, NH I = 1020 cm−2.
The blue dotted line shows the ‘no-RT’ model (see text). This figure illustrates that (i) the IGM can transmit a significant fraction of Lyα photons, despite
the fact that reionization has only just started (text) and (ii) the IGM becomes even more ‘transparent’ when winds are affecting Lyα scattering in the ISM.
Right-hand panel: same as the left-hand panel, but now we plot the CDF, P (> TIGM). We find for example that TIGM > 10 per cent for ∼10 per cent of all
haloes in the ‘no-RT’ model, and that this fraction is boosted when winds are present.

Figure 3. Same as Fig. 2, but with an enhanced H I column density in the wind of NH I = 1021 cm−2. Frequency diffusion that occurs as Lyα photons scatter
through an extremely opaque medium causes a larger fraction of photons to emerge at larger redshifts from the line centre, which reduces the effective IGM
opacity.

reach a neutral patch of the IGM, their absorption cross-sections are
further out on the damping wing tail. Therefore, outflows reduce
the impact of both resonant and damping with opacities (see Fig. 1).
Specifically, the right-hand panel shows that TIGM > 10 per cent for
∼30 per cent (∼60 per cent) of LAEs for vwind = 25 km s−1 (vwind =
200 km s−1).

To underline the effect of winds, we compare to a model in which
we only evaluate the damping wing optical depth, τD, at line centre,
i.e. we set TIGM ≡ − ln τD(#ν = 0). This model is referred to as the
‘no radiative transfer’ (‘no-RT’) model, as it corresponds to a model
in which no scattering of Lyα photons occurs in either the ISM or
the ionized IGM, and is represented by the blue dotted line. The
TIGM is clearly skewed more to lower values for this no-RT model.
That is, without winds a neutral IGM dramatically attenuates the
transmission of the Lyα line. Only ∼10 per cent of LAEs have
transmission fractions greater than 0.1 (as has been demonstrated
repeatedly in the past, e.g. Cen & Haiman 2000; Furlanetto et al.
2004; Santos 2004; McQuinn et al. 2008; Mesinger & Furlanetto
2008a,b). Winds therefore clearly boost the detectability of Lyα

emission from galaxies during the early phases in the EoR.
Fig. 3 shows the same quantities as Fig. 2, but for wind models

with NH I = 1021 cm−2. The ‘no-RT’ model is of course unchanged.
The TIGM-PDFs are shifted to larger values, because resonant scat-

tering through very opaque media [the line-centre optical depth to
Lyα photons is τ0 = 5.9 × 107(NH I/1021 cm−2)(Tgas/104 K)−1/2],
results in frequency diffusion which increases with optical depth
τ 0 (e.g. Harrington 1973; Neufeld 1990). As a result of this fre-
quency diffusion, a larger fraction of photons will emerge at larger
redshifts from the line centre, which further reduces the effective
IGM opacity.

Fig. 4 shows the same as Fig. 2, but for a lower volume-averaged
neutral fraction of x̄H I = 0.80. We find that TIGM > 10 per cent for
∼35 per cent for the no-RT model, and that TIGM > 10 per cent
for ∼75 per cent (∼95 per cent) of all haloes for the wind model
with vwind = 25 km s−1 (vwind = 200 km s−1). This shift of the TIGM-
PDF arises because of the reduced neutral hydrogen content of the
Universe.

4 C O M PA R ISO N TO R E C EN T DATA

4.1 Interpretation of the recent observations
of a z = 8 .56 galaxy

The observed Lyα luminosity of the z = 8.56 galaxy is Lα = (5.5 ±
1.0 ± 1.8) × 1042 erg s−1 (the first number denotes the 1σ un-
certainty, while the second denotes the systematic uncertainty),

C⃝ 2011 The Authors, MNRAS 414, 2139–2147
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imprint on the Lyα line. A strong evolution in the Lyα fraction
would therefore require a very substantial change in the filling
factor of ionized regions, QH II, over the same brief interval: z ≈ 6
→ 7 (e.g. McQuinn et al. 2007; Mesinger & Furlanetto 2008b;
Dijkstra, Mesinger & Wyithe 2011; Jensen et al. 2013). Alternately,
if the photoionizing background drops rapidly beyond z ! 6, the
increasing abundance of self-shielded systems inside the ionized
IGM can imprint a similar signature (Bolton & Haehnelt 2013).
Yet another possibility to explain a drop in the Lyα fraction is
an evolution of the intrinsic galaxy properties themselves, such as
wind characteristics and the escape fraction of ionizing photons,
fesc (Dijkstra et al. 2014). Alternately, a joint evolution in the IGM
and/or galaxy properties could ease tension with observations.

Here, we develop the most comprehensive model of IGM absorp-
tion to date, including the impact of both (i) the large-scale (hun-
dreds of cMpc; e.g. Iliev et al. 2014) reionization morphology; and
(ii) ∼kpc scale (e.g. Schaye 2001) self-shielded systems. We make
use of well-tested seminumerical simulations to model reionization
morphology. Our reionization simulations include sub-grid mod-
elling of UV photoheating feedback and recombinations, shown to
significantly decrease the size of cosmic H II regions (Sobacchi &
Mesinger 2014). We complement these with moderate-scale (tens
of cMpc) hydrodynamic simulations of the ionized IGM, resolv-
ing the relevant self-shielded systems. With this tiered approach,
we show how the redshift evolution in the z ! 6 Lyα fraction can

constrain both the filling factor of ionized regions as well as the
photoionizing background.

This paper is organized as follows. In Section 2, we present our
model for IGM absorption, sourced by both patchy reionization
(Section 2.1) and self-shielded systems (Section 2.2). In Section 3,
we present our results on the evolution of the IGM transmission and
the Lyα fraction from z ≈ 6 → 7. Finally, we conclude in Section 4.

Unless stated otherwise, we quote all quantities in comoving
units. We adopt the background cosmological parameters: ("#, "M,
"b, n, σ 8, H0) = (0.68, 0.32, 0.049, 0.96, 0.83, 67 km s−1 Mpc−1),
consistent with recent results from the Planck mission (Planck Col-
laboration XVI 2013).

2 MO D EL

Because of the difficulties mentioned above, we model the total
Lyα opacity using a tiered approach, illustrated in Fig. 1. We sim-
ulate the morphology of reionization on large scales (hundreds of
Mpc), using a seminumeric simulation. The reionization simulation
is used to compute the damping wing opacities from the large-scale
distribution of cosmic neutral patches, for a given value of the H II

volume filling factor, QH II. We complement the reionization simula-
tion with a moderate-scale (tens of Mpc) hydrodynamic simulation,
capable of resolving self-shielding gas clumps in the cosmic ionized
patches of the IGM surrounding high-z galaxies. The hydrodynamic

Figure 1. Schematic showing the various components of our model. From left to right we show: (i) a 0.75 Mpc thick slice through our large-scale reionization
simulation at QH II ∼0.5, with cosmic H II (H I) patches shown in white (black) (Sobacchi & Mesinger 2014); (ii) a 21 kpc slice through our hydro simulation
of the residual H I inside the cosmic H II patches surrounding high-z galaxies; (iii) the Lyα line emerging from a galaxy including RT through local outflows.
(i) and (ii) are used in this work, while (iii) is taken from Dijkstra et al. (2011). Relative scales are approximate.
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Fig. 1.— Ly↵ velocity o↵set as a function of UV absolute magnitude (left), halo mass (right, derived from the Mason et al. (2015) UV
magnitude - halo mass relation) for a collection of data from the literature (Bradač et al. 2017; Erb et al. 2014; Steidel et al. 2014; Inoue
et al. 2016; Mainali et al. 2017; Pentericci et al. 2016; Stark et al. 2015, 2017; Willott et al. 2015). The grey squares show data from a z ⇠ 2
sample, whilst the colored points are at z > 6. We take the z ⇠ 2 distribution as complete and intrinsic and fit a log-normal distribution
to the �v �Mh points as shown in Equation 1. The median �v �Mh fit is shown as a black solid line, and the grey shaded region shows
the �v scatter. The hashed region in the right panel indicates the galaxies with Muv < �21 which are discarded from fitting due to large
uncertainties in assigning their halo masses. We plot the circular velocities, vc of halos at z ⇠ 2 (dashed orange) and z ⇠ 7 (dashed blue)
for comparison. The �v�Mh relation closely traces the circular velocities, suggesting that galaxy mass is a key mediator of Ly↵ radiative
transfer.

comparison with the observed data. The circular veloc-
ities are higher at low redshifts as halos are less dense
and more extended, but there is a clear similarity in
our derived trend �v ⇠ M

0.32
h and the circular veloc-

ity vc ⇠ M
1/3
h .

Using the circular velocity at z ⇠ 7 corresponds to
velocities ⇠ 70 � 300 km/s in the halo mass range of
our simulations (see Section 2.2) and is comparable to
observed velocity dispersions measured for z ⇠ 2�3 Ly↵
emission which are una↵ected by reionization (Trainor
et al. 2015).

2.1.3. Intrinsic EW distribution

The key observable of Ly↵ emission lines at high red-
shift is their equivalent width (EW or W ), which signifies
how bright the emission line is relative to the UV con-
tinuum. As Ly↵ photons from high redshift galaxies are
attenuated by the intervening IGM we observed only a
fraction, Tigm (the Ly↵ transmission fraction) of the in-
trinsic EW, i.e. Wobs = Tigm ⇥ Wintr. A key input to
the model then is the intrinsic distribution of EW as a
function of galaxy properties.
Ly↵ EWs for UV continuum-selected galaxies have an

observed equivalent width distribution with a peak at
zero and some tail to high EW - which is usually param-
eterized as an exponential function (Dijkstra & Wyithe
2012), log-normal (Schenker et al. 2014) or truncated
normal distribution plus a delta function (Treu et al.
2012). At z ⇠< 2, where large samples exist, including
the local ‘Green Peas’, Ly↵ EW is observed to anti-
correlate strongly with UV luminosity (Shapley et al.
2003; Stark et al. 2011; Hashimoto et al. 2013) SFR (Ver-

hamme et al. 2008), HI covering fraction (Shibuya et al.
2014) and Ly↵ escape fraction (Yang et al. 2017), all in-
dicating that Ly↵ photons are significantly absorbed by
neutral hydrogen gas and dust inside the ISM of mas-
sive, highly star-forming galaxies (e.g. Verhamme et al.
2008; Erb et al. 2014; Yang et al. 2017). At high red-
shift, the Ly↵ EW distribution is usually parameterized
as a conditional probability of p(W | Muv) (Treu et al.
2012; Dijkstra & Wyithe 2012), though dependence on
UV spectral slope � has also been considered (Schenker
et al. 2014).
In our framework, we follow Treu et al. (2012, 2013);

Tilvi et al. (2014); Pentericci et al. (2014); Dijkstra et al.
(2011) and assume there is no evolution in the intrinsic
Ly↵ EW distribution between z ⇠ 6 and z ⇠ 7 (< 200
Myr). Thus we take the EW distribution at z ⇠ 6 from
Stark et al. (2011), as the intrinsic distribution and pa-
rameterize it as an exponential distribution plus a delta
function:

p(W | Muv) = A(Muv)
e
� W

Wc(Muv)

Wc(Muv)
H(W )+[1 � A(Muv)] �(W )

(4)
where A = 0.55 � 0.2 tanh [2(Muv + 20.25)] and Wc =
35.5 � 10.5 tanh [2(Muv + 20.25)] Å, which account for
the anti-correlation of EW with Muv, and contamina-
tion by low redshift interlopers in high redshift dropout
surveys (Vulcani et al. 2017). We allow A and Wc to
vary smoothly with magnitude �21.75 < Muv < �18.75.
H(W ) is the Heaviside step function and �(W ) is a Dirac
delta function.
Example PDFs given by Equation 4 are plotted in Fig-
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Fig. 1.— Ly↵ velocity o↵set as a function of UV absolute magnitude (left), halo mass (right, derived from the Mason et al. (2015) UV
magnitude - halo mass relation) for a collection of data from the literature (Bradač et al. 2017; Erb et al. 2014; Steidel et al. 2014; Inoue
et al. 2016; Mainali et al. 2017; Pentericci et al. 2016; Stark et al. 2015, 2017; Willott et al. 2015). The grey squares show data from a z ⇠ 2
sample, whilst the colored points are at z > 6. We take the z ⇠ 2 distribution as complete and intrinsic and fit a log-normal distribution
to the �v �Mh points as shown in Equation 1. The median �v �Mh fit is shown as a black solid line, and the grey shaded region shows
the �v scatter. The hashed region in the right panel indicates the galaxies with Muv < �21 which are discarded from fitting due to large
uncertainties in assigning their halo masses. We plot the circular velocities, vc of halos at z ⇠ 2 (dashed orange) and z ⇠ 7 (dashed blue)
for comparison. The �v�Mh relation closely traces the circular velocities, suggesting that galaxy mass is a key mediator of Ly↵ radiative
transfer.

comparison with the observed data. The circular veloc-
ities are higher at low redshifts as halos are less dense
and more extended, but there is a clear similarity in
our derived trend �v ⇠ M

0.32
h and the circular veloc-

ity vc ⇠ M
1/3
h .

Using the circular velocity at z ⇠ 7 corresponds to
velocities ⇠ 70 � 300 km/s in the halo mass range of
our simulations (see Section 2.2) and is comparable to
observed velocity dispersions measured for z ⇠ 2�3 Ly↵
emission which are una↵ected by reionization (Trainor
et al. 2015).

2.1.3. Intrinsic EW distribution

The key observable of Ly↵ emission lines at high red-
shift is their equivalent width (EW or W ), which signifies
how bright the emission line is relative to the UV con-
tinuum. As Ly↵ photons from high redshift galaxies are
attenuated by the intervening IGM we observed only a
fraction, Tigm (the Ly↵ transmission fraction) of the in-
trinsic EW, i.e. Wobs = Tigm ⇥ Wintr. A key input to
the model then is the intrinsic distribution of EW as a
function of galaxy properties.
Ly↵ EWs for UV continuum-selected galaxies have an

observed equivalent width distribution with a peak at
zero and some tail to high EW - which is usually param-
eterized as an exponential function (Dijkstra & Wyithe
2012), log-normal (Schenker et al. 2014) or truncated
normal distribution plus a delta function (Treu et al.
2012). At z ⇠< 2, where large samples exist, including
the local ‘Green Peas’, Ly↵ EW is observed to anti-
correlate strongly with UV luminosity (Shapley et al.
2003; Stark et al. 2011; Hashimoto et al. 2013) SFR (Ver-

hamme et al. 2008), HI covering fraction (Shibuya et al.
2014) and Ly↵ escape fraction (Yang et al. 2017), all in-
dicating that Ly↵ photons are significantly absorbed by
neutral hydrogen gas and dust inside the ISM of mas-
sive, highly star-forming galaxies (e.g. Verhamme et al.
2008; Erb et al. 2014; Yang et al. 2017). At high red-
shift, the Ly↵ EW distribution is usually parameterized
as a conditional probability of p(W | Muv) (Treu et al.
2012; Dijkstra & Wyithe 2012), though dependence on
UV spectral slope � has also been considered (Schenker
et al. 2014).
In our framework, we follow Treu et al. (2012, 2013);

Tilvi et al. (2014); Pentericci et al. (2014); Dijkstra et al.
(2011) and assume there is no evolution in the intrinsic
Ly↵ EW distribution between z ⇠ 6 and z ⇠ 7 (< 200
Myr). Thus we take the EW distribution at z ⇠ 6 from
Stark et al. (2011), as the intrinsic distribution and pa-
rameterize it as an exponential distribution plus a delta
function:

p(W | Muv) = A(Muv)
e
� W

Wc(Muv)

Wc(Muv)
H(W )+[1 � A(Muv)] �(W )

(4)
where A = 0.55 � 0.2 tanh [2(Muv + 20.25)] and Wc =
35.5 � 10.5 tanh [2(Muv + 20.25)] Å, which account for
the anti-correlation of EW with Muv, and contamina-
tion by low redshift interlopers in high redshift dropout
surveys (Vulcani et al. 2017). We allow A and Wc to
vary smoothly with magnitude �21.75 < Muv < �18.75.
H(W ) is the Heaviside step function and �(W ) is a Dirac
delta function.
Example PDFs given by Equation 4 are plotted in Fig-

Lyα velocity offsets

z~2 (Erb+14)

S i m u l a t i o n  h a l o s  a r e  p o p u l a t e d  w i t h   
g a l a x y  p r o p e r t i e s  v i a  e m p i r i c a l  m o d e l s

higher NHI?  
higher fcov(HI)?  

outflows?

6 Mason et al. (2017)

0 100 200

W [Å]
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Fig. 3.— z ⇠ 6 Ly↵ equivalent width distributions for Lyman
Break galaxies given by Equation 4. The dotted lines show the true
distribution, the solid lines show the PDFs convolved with a 5Å
typical measurement error on W . We plot the PDFs for two values
of UV magnitude: Muv = �18.5,�21.5 (blue, orange). UV faint
objects tend to have higher EW and a higher duty cycle of Ly↵
emission, whereas UV bright galaxies are less likely to emit Ly↵ and
have lower EWs. We also plot the observed EW from De Barros et
al. (2017, in press) and Pentericci et al. (2017, in preparation) in
UV bright (orange) and UV faint (blue) bins. In these histograms
we plot all upper limits at EW = 0, though note we fully account
for upper limits in our inferences (see Equation 11).

fraction of neutral hydrogen within H ii regions (Gunn
& Peterson 1965). Infalling overdense gas around halos
can also increase the opacity of the IGM near the Ly↵
resonance and onto the red side of the Ly↵ line (Santos
2004; Dijkstra et al. 2007; Laursen et al. 2011).
For simplicity we assume all Ly↵ photons emitted be-

low the circular velocity of a halo are absorbed in the
CGM, and all redder photons are transmitted (Dijkstra
et al. 2011; Laursen et al. 2011). This treatment of the
CGM may be crude but it enables us to investigate the
relative di↵erence between observations at z ⇠ 6 and
z ⇠ 7 assuming that any evidence of a di↵erence is driven
by reionization. Figure 1 show example model Ly↵ emis-
sion lines, where the dotted black lines correspond to the
intrinsic line profile after transmission through the ISM
and the black solid lines correspond to the lineshape af-
ter resonant absorption in the CGM/IGM which absorbs
the flux blueward of vcirc.
During reionization, there is an additional opacity to

Ly↵ caused by the presence of cosmic di↵use neutral hy-
drogen patches which attenuate the damping wing of the
Ly↵ line cross-section (Miralda-Escude 1998). The trans-
mission of Ly↵ photons through the reionizing IGM is
driven by the global fraction of neutral hydrogen, xHi(z).
Thus the total opacity to Ly↵ due to neutral hydrogen

within the IGM is given by:

⌧igm(z, v) = ⌧d(z, v) + ⌧Hii(z, v) (5)

where ⌧d(z, v) is the damping wing optical depth which

is only present during the EoR, and ⌧Hii(z, v) is the opti-
cal depth due to resonant absorption within the CGM of
galaxies (infalling gas) and any neutral hydrogen within
the local H ii region of a galaxy. For simplicity, we as-
sume e

�⌧Hii = H(v � vcirc) at both z ⇠ 6 and z ⇠ 7.
In this model, we assume the universe is fully ionized

at z ⇠ 6, thus the damping wing opacity only becomes
important at z > 6. This may not be exactly the case,
but current constraints on xHi at z ⇠ 6 suggest that the
neutral fraction is low (xHi < 0.1, McGreer et al. 2014)
so the reionization e↵ect on Ly↵ emission will be small.
To obtain the damping wing optical depths ⌧d(z = 7, v)

requires a model of the IGM topology during reion-
ization. Whilst observation papers of Ly↵ emission
with reionization inferences have used simple ‘patchy’ or
‘smooth’ IGM topologies (Treu et al. 2012, 2013; Pen-
tericci et al. 2014; Tilvi et al. 2014), for this work, we
consider realistic reionization topologies from state-of-
the-art theoretical modeling. We obtain Ly↵ damping
optical depths from the public Evolution of 21cm Struc-
ture (EoS) suite of reionization simulations described by
Mesinger et al. (2015, 2016)1.
Due to the strong clustering of the first galaxies spatial

fluctuations in the IGM neutral fraction during reion-
ization existed on scales of tens of Mpcs. Accurately
modeling these fluctuations and the growth of ionized
H ii bubbles in the IGM requires cosmological simula-
tions at least 100 Mpc in size (Trac & Gnedin 2011;
Mesinger et al. 2015). The EoS reionization simulations
use 21cmfastv2 (Sobacchi & Mesinger 2014) where in-
homogeneous recombinations and ionizations in the IGM
are treated at a sub-grid level on a density field in a
box with sides 1.6 Gpc with a resolution 10243. We use
the fiducial ‘Faint Galaxies’ run which corresponds the
primary drivers of ionization being star-forming galax-
ies with an atomic cooling threshold of Tvir ⇠ 104 K.
Halos are located in the same density field as the IGM
simulation. We ignore absorption from Damped Ly↵ Ab-
sorbers (DLAs) inside the cosmic H ii regions (Bolton &
Haehnelt 2013) which has been shown to have a minor
impact on the Ly↵ fraction when self-shielding is calcu-
lated more accurately (Mesinger et al. 2015). We refer
the reader to (Mesinger et al. 2016) for more details of
the simulation. For this work, we focus on the IGM and
density field at z ⇠ 7 where large samples of LBGs have
spectroscopic follow-up (Pentericci et al. 2014; Schmidt
et al. 2016) but it is easy to extend the work to any other
redshift.
We take 1000s of sightlines emanating from halos with

masses ⇠ 1010�12
M� and compute the damping wing op-

tical depth, ⌧d, for Ly↵ emission as a function of velocity
o↵set from the systemic redshift of the source halos in
boxes with a range of global neutral fractions. Median
values of exp [�⌧d] along ⇠ 50 (to the rarest high mass
halos) to ⇠> 4000 (to typical 1010.5M� halos) sightlines
are plotted in Figure 4 for a range of halo masses and
xHi. The optical depths are smooth functions of velocity
and clearly damp Ly↵ more e↵ectively for higher xHi.
In general, higher mass halos have lower optical depths
to Ly↵ as their large bias means they are more likely to
live in the centers of large H ii regions, relatively more

1
http://homepage.sns.it/mesinger/EOS.html
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Fig. 6.— Distributions of di↵erential Ly↵ transmission fractions
Tigm at z ⇠ 7 for simulated galaxies of di↵erent UV luminosities
(UV bright = darkest lines), for a range of IGM neutral fractions
xHi. As described in Section 2.2 this is the ratio of Ly↵ transmis-
sion at z ⇠ 7 to that at z ⇠ 6 where there is already significant
absorption within the ionized IGM (Dijkstra et al. 2007; Zheng
et al. 2010; Laursen et al. 2011). The transmission fractions evolve
smoothly with the neutral fraction, though the evolution is more
gradual for UV bright galaxies.

3. Bayesian Inference

Bayes’ Theorem enables us to infer the posterior dis-
tribution of model parameters of interest, ✓ given our ob-
served data Y from the likelihood of obtaining that data
given our model and our prior information of the model
parameters. The posterior probability of ✓ is written as:

p(✓ | Y ) =
p(Y | ✓) p(✓)

p(Y )
(8)

where p(Y | ✓) is the likelihood function, p(✓) is the prior,
and p(Y ) is the Bayesian Evidence which normalizes the
posterior.
We want to obtain the posterior distribution of the vol-

ume averaged fraction of neutral hydrogen, xHi, a global
IGM property, given the observed data: measurements
of Ly↵ equivalent widths W and galaxy rest-frame UV
absolute magnitudes Muv. As described in Section 2 we
model both IGM and ISM e↵ects on Ly↵ transmission
and produce forward models of the observed Ly↵ equiv-
alent widths for galaxies of a given UV magnitude.
Using Bayes’ Theorem we can write the posterior prob-

ability for xHi inferred from one observation in the ab-
sence of noise as:

p(xHi | W, Muv) / p(W | xHi, Muv) p(xHi) (9)

where p(W | xHi, Muv) is the likelihood of observing a
Ly↵ equivalent width given our forward model of the
ISM and IGM, and p(xHi) is the prior on the neutral
fraction which we assume is uniform between 0 and 1.
Usually, the likelihood function is obtained from a

model with an analytic form - e.g. a normal distribu-

tion, however, due to including simulated IGM cubes,
our model is complex and does not have an analytic pa-
rameterization. We therefore generate the likelihood by
sampling 106 realizations of galaxies in our model at a
given (xHi, Muv) and then perform a Kernel Density Es-
timation (Rosenblatt 1956; Parzen 1962) to fit a smooth
probability density function to the sampled distribution.
Examples of the likelihood function are shown in Fig-
ure 7. Generation of the likelihoods is described in more
detail below in Section 3.1.
In reality, our observations will always have measure-

ment uncertainties, and some observations can only place
an upper limit on a measurement, given a noise level.
When we include noise, our likelihood for measuring an
equivalent width Wi with Gaussian noise level �i be-
comes:

p(Wi | xHi, Muv) =

Z 1

0

dW
e
� (W�Wi)

2

2�2

i

p
2⇡�i

p(W | xHi, Muv)

(10)
and the likelihood for upper limits, Wi < W is given by:

p(Wi < W | xHi, Muv)=

Z W

�1
dW p(Wi | xHi, Muv)(11)

=

Z 1

0

dW
1

2
erfc

✓
W � Wp

2�i

◆

⇥p(W | xHi, Muv)

where erfc(x) is the complementary error function for x.
We can combine the inference from a set of independent

observations (i.e. individual galaxies) by simply multi-
plying the posteriors:

p(xHi | {W, Muv}) /
NgalsY

i

p(Wi | xHi, Muv,i) p(xHi) (12)

3.1. Generating the likelihood

Our observed data are a set of Ly↵ equivalent widths
(and limits) and absolute magnitudes from galaxies at
a given redshift: {W, Muv}. Due to the complexity of
the IGM topology, there is no simple analytic model to
express the likelihood of obtaining these data given a
neutral fraction xHi. Thus we use our model to generate
large samples of mock observations which provide a non-
analytic likelihood.
We take IGM simulations with global neutral frac-

tions 0.01  xHi  0.95 (�xHi ⇠ 0.02) and a popu-
lation of halos with masses 1010 ⇠< Mh[M�]⇠< 1012 with
� logMh ⇠ 0.1. This mass range corresponds to UV
magnitudes of �16⇠> Muv ⇠> � 22 at z ⇠ 7 (Mason et al.
2015). The likelihood is computed in the following way:

1. Obtain the Ly↵ damping wing optical depths (see
Section 2.2) along thousands of sightlines to indi-
vidual halos in each simulation.

2. For a grid of UV magnitudes �22  Muv  �17 we
nearest-neighbor match the simulation halo masses
with UV magnitudes at z ⇠ 7 given by the re-
lation in Mason et al. (2015) which is consistent
with Muv � Mh measurements from clustering at
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imprint on the Lyα line. A strong evolution in the Lyα fraction
would therefore require a very substantial change in the filling
factor of ionized regions, QH II, over the same brief interval: z ≈ 6
→ 7 (e.g. McQuinn et al. 2007; Mesinger & Furlanetto 2008b;
Dijkstra, Mesinger & Wyithe 2011; Jensen et al. 2013). Alternately,
if the photoionizing background drops rapidly beyond z ! 6, the
increasing abundance of self-shielded systems inside the ionized
IGM can imprint a similar signature (Bolton & Haehnelt 2013).
Yet another possibility to explain a drop in the Lyα fraction is
an evolution of the intrinsic galaxy properties themselves, such as
wind characteristics and the escape fraction of ionizing photons,
fesc (Dijkstra et al. 2014). Alternately, a joint evolution in the IGM
and/or galaxy properties could ease tension with observations.

Here, we develop the most comprehensive model of IGM absorp-
tion to date, including the impact of both (i) the large-scale (hun-
dreds of cMpc; e.g. Iliev et al. 2014) reionization morphology; and
(ii) ∼kpc scale (e.g. Schaye 2001) self-shielded systems. We make
use of well-tested seminumerical simulations to model reionization
morphology. Our reionization simulations include sub-grid mod-
elling of UV photoheating feedback and recombinations, shown to
significantly decrease the size of cosmic H II regions (Sobacchi &
Mesinger 2014). We complement these with moderate-scale (tens
of cMpc) hydrodynamic simulations of the ionized IGM, resolv-
ing the relevant self-shielded systems. With this tiered approach,
we show how the redshift evolution in the z ! 6 Lyα fraction can

constrain both the filling factor of ionized regions as well as the
photoionizing background.

This paper is organized as follows. In Section 2, we present our
model for IGM absorption, sourced by both patchy reionization
(Section 2.1) and self-shielded systems (Section 2.2). In Section 3,
we present our results on the evolution of the IGM transmission and
the Lyα fraction from z ≈ 6 → 7. Finally, we conclude in Section 4.

Unless stated otherwise, we quote all quantities in comoving
units. We adopt the background cosmological parameters: ("#, "M,
"b, n, σ 8, H0) = (0.68, 0.32, 0.049, 0.96, 0.83, 67 km s−1 Mpc−1),
consistent with recent results from the Planck mission (Planck Col-
laboration XVI 2013).

2 MO D EL

Because of the difficulties mentioned above, we model the total
Lyα opacity using a tiered approach, illustrated in Fig. 1. We sim-
ulate the morphology of reionization on large scales (hundreds of
Mpc), using a seminumeric simulation. The reionization simulation
is used to compute the damping wing opacities from the large-scale
distribution of cosmic neutral patches, for a given value of the H II

volume filling factor, QH II. We complement the reionization simula-
tion with a moderate-scale (tens of Mpc) hydrodynamic simulation,
capable of resolving self-shielding gas clumps in the cosmic ionized
patches of the IGM surrounding high-z galaxies. The hydrodynamic

Figure 1. Schematic showing the various components of our model. From left to right we show: (i) a 0.75 Mpc thick slice through our large-scale reionization
simulation at QH II ∼0.5, with cosmic H II (H I) patches shown in white (black) (Sobacchi & Mesinger 2014); (ii) a 21 kpc slice through our hydro simulation
of the residual H I inside the cosmic H II patches surrounding high-z galaxies; (iii) the Lyα line emerging from a galaxy including RT through local outflows.
(i) and (ii) are used in this work, while (iii) is taken from Dijkstra et al. (2011). Relative scales are approximate.
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Fig. 9. Left: the cumulative distribution of Ly↵ REW P(>REW) for the complete sample of redshift 6 and 7 galaxies in red and black respectively.
The lines are the best fir exponential functions of the two distributions. Right: the same distribution but only for galaxies with MUV>-20.25 (the
faint sample). The dashed line indicates the previously adopted fit to the distribution at z⇠6 (e.g., Dijkstra et al. 2011, LP14).

a dashed line the representation that was employed by Dijkstra
et al. (2011) and that matched the previous fraction of z⇠6 Ly↵
emitters. Our new z⇠6 derivation (red line) falls below the pre-
vious one for all values above REW > 20Å.

We believe that the primary explanation for the discrepancy
of our z⇠6 results with the previous derivations, is that the se-
lection of our sample is not biased by the presence of the emis-
sion line in the detection band. Typically samples of high red-
shift galaxies in the pre-CANDELS epoch including i-dropouts,
were selected in the z-band (e.g., Stark et al. 2010; Vanzella et al.
2008), which at z⇠6 contains Ly↵. Therefore this biased posi-
tively the fraction of strong emitters at z⇠6. Indeed our deriva-
tion of the Ly↵ distribution at this redshift, based on an H160-
band selected sample is lower for objects with high REW, while
it is consistent for galaxies with modest Ly↵ REW (see also De
Barros et al. 2017 for a more detailed discussion). Since we have
not applied any slit loss correction to our Ly↵ fluxes, this could
bias our Ly↵ fluxes and the REW measurements to be somewhat
lower than those measured in previous works. However we do
not find any clear indications of slit loss corrections applied in
previous works Schenker et al. (2012); Vanzella et al. (2009),
and we remark that the seeing conditions of our survey are ex-
cellent, given our very strict seeing limit, so we are confident that
this is probably not the main reason for the discrepant results.

The fraction of Ly↵ emitters at z⇠6 that we derive with the
new data is similar or even slightly lower than the fraction previ-
ously found at z⇠5, which was ⇠ 0.48 for the faint galaxies with
REW> 25Å (Stark et al. 2011) (see also Figure 5 of De Barros et
al. 2017). We will discuss the redshift evolution of the Ly↵ frac-
tion more extensively in a follow-up paper. Here we just remark
that our new results indicate both a possible flattening in the evo-
lution with redshift of the Ly↵ fraction between z⇠5 and z⇠6,

instead of a steady increase up to z⇠6, and that the downturn be-
tween z⇠6 and z⇠7 is somewhat less strong than previously re-
ported, especially for large values of REW (e.g., LP14). Assum-
ing that the visibility of the Ly↵ line depends only on the IGM
neutral hydrogen content, this could mean that the increase of
this quantity might be less rapid and could continue also at z < 6.
This would also be in agreement with some recent measurements
from quasar proximity zones, which are consistent with a shal-
lower evolution of the IGM neutral fraction during the epoch of
reionization (Eilers et al. 2017). Similarly, the recent discovery
of an extreme Ly↵ trough below redshift 6 (Becker et al. 2015)
is consistent with the scenario where reionization may be still
ongoing at z⇠6, and be fully completed only by z⇠5.5.

5.3. The shape of the Ly↵ emission

The shape of the Ly↵ line is potentially another tool to probe
the reionization epoch: its width and the asymmetric properties
are expected to change in a partially neutral IGM (e.g., Dijkstra
et al. 2007). With our medium resolution spectra (R=1390) we
can investigate the evolution of the line profile of Ly↵ emitting
galaxies between z⇠6 and z⇠7. Because the S/N of individual
spectra is mostly too low for an accurate spectral fit, we pro-
duced stacked spectra of all galaxies in the two redshift intervals
investigated: we considered 19 galaxies at z > 6.5 (the ones from
CANDELSz7, and previous spectra from V11, LP11 and LP14)
and 50 galaxies at 5.5 < z < 6.5 (same references). To produce
the stacks, we first shifted each one-dimensional spectrum to its
rest-frame using the redshift evaluated from the peak of the Ly↵
line. We then re-sampled each spectrum to the same grid that
goes from 1100 to 1250Å with a step of 1.6Å/(1+ zmedian) where
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it is consistent for galaxies with modest Ly↵ REW (see also De
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not applied any slit loss correction to our Ly↵ fluxes, this could
bias our Ly↵ fluxes and the REW measurements to be somewhat
lower than those measured in previous works. However we do
not find any clear indications of slit loss corrections applied in
previous works Schenker et al. (2012); Vanzella et al. (2009),
and we remark that the seeing conditions of our survey are ex-
cellent, given our very strict seeing limit, so we are confident that
this is probably not the main reason for the discrepant results.

The fraction of Ly↵ emitters at z⇠6 that we derive with the
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ously found at z⇠5, which was ⇠ 0.48 for the faint galaxies with
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instead of a steady increase up to z⇠6, and that the downturn be-
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ing that the visibility of the Ly↵ line depends only on the IGM
neutral hydrogen content, this could mean that the increase of
this quantity might be less rapid and could continue also at z < 6.
This would also be in agreement with some recent measurements
from quasar proximity zones, which are consistent with a shal-
lower evolution of the IGM neutral fraction during the epoch of
reionization (Eilers et al. 2017). Similarly, the recent discovery
of an extreme Ly↵ trough below redshift 6 (Becker et al. 2015)
is consistent with the scenario where reionization may be still
ongoing at z⇠6, and be fully completed only by z⇠5.5.

5.3. The shape of the Ly↵ emission

The shape of the Ly↵ line is potentially another tool to probe
the reionization epoch: its width and the asymmetric properties
are expected to change in a partially neutral IGM (e.g., Dijkstra
et al. 2007). With our medium resolution spectra (R=1390) we
can investigate the evolution of the line profile of Ly↵ emitting
galaxies between z⇠6 and z⇠7. Because the S/N of individual
spectra is mostly too low for an accurate spectral fit, we pro-
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it is consistent for galaxies with modest Ly↵ REW (see also De
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not applied any slit loss correction to our Ly↵ fluxes, this could
bias our Ly↵ fluxes and the REW measurements to be somewhat
lower than those measured in previous works. However we do
not find any clear indications of slit loss corrections applied in
previous works Schenker et al. (2012); Vanzella et al. (2009),
and we remark that the seeing conditions of our survey are ex-
cellent, given our very strict seeing limit, so we are confident that
this is probably not the main reason for the discrepant results.

The fraction of Ly↵ emitters at z⇠6 that we derive with the
new data is similar or even slightly lower than the fraction previ-
ously found at z⇠5, which was ⇠ 0.48 for the faint galaxies with
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lution with redshift of the Ly↵ fraction between z⇠5 and z⇠6,
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tween z⇠6 and z⇠7 is somewhat less strong than previously re-
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ing that the visibility of the Ly↵ line depends only on the IGM
neutral hydrogen content, this could mean that the increase of
this quantity might be less rapid and could continue also at z < 6.
This would also be in agreement with some recent measurements
from quasar proximity zones, which are consistent with a shal-
lower evolution of the IGM neutral fraction during the epoch of
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is consistent with the scenario where reionization may be still
ongoing at z⇠6, and be fully completed only by z⇠5.5.
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The shape of the Ly↵ line is potentially another tool to probe
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this quantity might be less rapid and could continue also at z < 6.
This would also be in agreement with some recent measurements
from quasar proximity zones, which are consistent with a shal-
lower evolution of the IGM neutral fraction during the epoch of
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is consistent with the scenario where reionization may be still
ongoing at z⇠6, and be fully completed only by z⇠5.5.
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the reionization epoch: its width and the asymmetric properties
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duced stacked spectra of all galaxies in the two redshift intervals
investigated: we considered 19 galaxies at z > 6.5 (the ones from
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band selected sample is lower for objects with high REW, while
it is consistent for galaxies with modest Ly↵ REW (see also De
Barros et al. 2017 for a more detailed discussion). Since we have
not applied any slit loss correction to our Ly↵ fluxes, this could
bias our Ly↵ fluxes and the REW measurements to be somewhat
lower than those measured in previous works. However we do
not find any clear indications of slit loss corrections applied in
previous works Schenker et al. (2012); Vanzella et al. (2009),
and we remark that the seeing conditions of our survey are ex-
cellent, given our very strict seeing limit, so we are confident that
this is probably not the main reason for the discrepant results.

The fraction of Ly↵ emitters at z⇠6 that we derive with the
new data is similar or even slightly lower than the fraction previ-
ously found at z⇠5, which was ⇠ 0.48 for the faint galaxies with
REW> 25Å (Stark et al. 2011) (see also Figure 5 of De Barros et
al. 2017). We will discuss the redshift evolution of the Ly↵ frac-
tion more extensively in a follow-up paper. Here we just remark
that our new results indicate both a possible flattening in the evo-
lution with redshift of the Ly↵ fraction between z⇠5 and z⇠6,

instead of a steady increase up to z⇠6, and that the downturn be-
tween z⇠6 and z⇠7 is somewhat less strong than previously re-
ported, especially for large values of REW (e.g., LP14). Assum-
ing that the visibility of the Ly↵ line depends only on the IGM
neutral hydrogen content, this could mean that the increase of
this quantity might be less rapid and could continue also at z < 6.
This would also be in agreement with some recent measurements
from quasar proximity zones, which are consistent with a shal-
lower evolution of the IGM neutral fraction during the epoch of
reionization (Eilers et al. 2017). Similarly, the recent discovery
of an extreme Ly↵ trough below redshift 6 (Becker et al. 2015)
is consistent with the scenario where reionization may be still
ongoing at z⇠6, and be fully completed only by z⇠5.5.

5.3. The shape of the Ly↵ emission

The shape of the Ly↵ line is potentially another tool to probe
the reionization epoch: its width and the asymmetric properties
are expected to change in a partially neutral IGM (e.g., Dijkstra
et al. 2007). With our medium resolution spectra (R=1390) we
can investigate the evolution of the line profile of Ly↵ emitting
galaxies between z⇠6 and z⇠7. Because the S/N of individual
spectra is mostly too low for an accurate spectral fit, we pro-
duced stacked spectra of all galaxies in the two redshift intervals
investigated: we considered 19 galaxies at z > 6.5 (the ones from
CANDELSz7, and previous spectra from V11, LP11 and LP14)
and 50 galaxies at 5.5 < z < 6.5 (same references). To produce
the stacks, we first shifted each one-dimensional spectrum to its
rest-frame using the redshift evaluated from the peak of the Ly↵
line. We then re-sampled each spectrum to the same grid that
goes from 1100 to 1250Å with a step of 1.6Å/(1+ zmedian) where
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that our new results indicate both a possible flattening in the evo-
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ing that the visibility of the Ly↵ line depends only on the IGM
neutral hydrogen content, this could mean that the increase of
this quantity might be less rapid and could continue also at z < 6.
This would also be in agreement with some recent measurements
from quasar proximity zones, which are consistent with a shal-
lower evolution of the IGM neutral fraction during the epoch of
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is consistent with the scenario where reionization may be still
ongoing at z⇠6, and be fully completed only by z⇠5.5.
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can investigate the evolution of the line profile of Ly↵ emitting
galaxies between z⇠6 and z⇠7. Because the S/N of individual
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CANDELSz7, and previous spectra from V11, LP11 and LP14)
and 50 galaxies at 5.5 < z < 6.5 (same references). To produce
the stacks, we first shifted each one-dimensional spectrum to its
rest-frame using the redshift evaluated from the peak of the Ly↵
line. We then re-sampled each spectrum to the same grid that
goes from 1100 to 1250Å with a step of 1.6Å/(1+ zmedian) where

Article number, page 10 of 17

Pentericci+18

Mason+18a



  
0.00 0.25 0.50 0.75 1.00

Neutral Fraction, xhi

0

1

2

3

4

p(
x
h
i|

Y
)

z ⇠ 7

{W, Muv} : xhi = 0.59+0.11
�0.15

fLy↵ : xhi = 0.46 ± 0.29

IGM neutral fraction 

EW

fLyα

Mason+2018a

inferred from sample of  
68 LBGs (Pentericci+14)

14

4 5 6 7 8
Redshift

0.0

0.2

0.4

0.6

0.8

x L
yα

, 2
5

MUV > -20.25
MUV < -20.25 Stark et al. (2011)

This work

Fig. 9.— The fraction of Lyman break galaxies that display Lyα in emission at an EW ≥ 25 Å, plotted as a function of redshift. The
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over all but the two variables labeling the axes, while line plots are marginalized over all but one variable. Thus, the one dimensional PDFs
for each variable, from which we quote our error bars, can be read off along the diagonal.
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What about z>7?

data from Stark+11, Schenker+14, see also Treu+13, Faisst+14, Tilvi+14, Pentericci+14,+18, de Barros+17

KMOS: Mason+19a 
MOSFIRE: Hoag+19a 

(lensed samples)



+ 4 more!

E f f i c i e n t  s e a r c h  f o r  z > 7  Lyα  i n   
f a i n t  g a l a x i e s  b e h i n d  l e n s i n g  c l u s t e r s

glass.astro.ucla.edu



KMOS lens-ampli f ied 
spectroscopic survey

PI: Adriano Fontana 
120 hr Large Program 
Fields of 6 massive clusters 

Search for Ly⍺ to measure timeline of reionization 
53 z > 7 photometric candidate targets  
– 3 confirmed with ALMA  

Kinematics of low mass star-forming galaxies  
~70 z=1-2 targets (Mason+17, Girard+ in prep) 

7 - 15 hr exposures, PSF ~ 0.6”,  
YJ: 1 - 1.35μm, R~3400

glass.astro.ucla.edu

Following-up HST  
photometric + grism targets

RXJ1347 1419
µ = 8.98

109.30M�, z = 1.14

4 8 12 2.5 5.0 7.5 �20 0 20 20 30 40 50

RXJ1347 1419
µ = 8.98

109.30M�, z = 1.14

4 8 12 2.5 5.0 7.5 �20 0 20 20 30 40 50
YJ continuum [OIII] flux

V σ

No S/N > 5  
Ly⍺ detected 😢  

Median EWlim < 58Å

To be continued with 
JWST spectroscopy… 

ERS (PI Treu)
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data    noise    modelf(xHI, m, μ, z, FWHM)

Using ful l  non-detect ion spectra in Bayesian inference,  
marginal ize over redshift  and l inewidth

likelihood 
probability of getting data: f(λ) 

given IGM neutral fraction,  
redshift and observed galaxy properties

priors 
redshift - photo-z 
FWHM - empirical 
xHI - uniform [0,1]



The universe is  gett ing very neutral  at  z>6… 

Mason+19a (KLASS) 
Mason+18a

} ultra-faint galaxies

ruled out by lensing, GRBs?

Mason+19a

Constraints from Ouchi+10, McGreer+2014,  
Mesinger+15, Sobacchi+15, Davies+18, Greig+18



Puzzl ing z>6 Ly⍺  detect ions hold  
keys to local  reionizat ion process?

Ly⍺ from z>7.5  
UV bright galaxies 

extreme Ly⍺ emitters?  
larger ionized bubbles? 

blue Ly⍺ peaks at z>6 
 

direct evidence of  
>2 Mpc ionized bubble? 

 
Spatial fluctuations in  

Ly⍺ detections 
patchy reionization?  

Ly⍺ emission properties? 

A&A proofs: manuscript no. cola1_xsh

fact that there is no significant flux at line-centre is similar to
COLA1.

If we assume that the transmitted Ly↵ flux is zero at line-
centre (in between the two peaks; e.g. Yang et al. 2017), we
measure a systemic redshift z = 6.591 for COLA1. The peak
separation of the blue and red Ly↵ lines is 220 ± 20 km s�1. In
LyC leaking galaxies in the local Universe, the peak separation
is anti-correlated with the amount of leakage of LyC photons
(Verhamme et al. 2015, 2017). If this correlation would hold up
to z = 6.6, we would infer fesc,LyC ⇡ 15 % for COLA1, but
potentially up to fesc,LyC ⇡ 30 % if we compare to the most re-
cent results (Izotov et al. 2018). A comparison of the blue-to-red
flux-ratio of local LyC leakers also indicates fesc,LyC ⇡ 15 % (al-
though we note that the IGM could absorb part of the blue line-
flux, see §5). For the rest of the paper we thus conservatively
assume fesc,LyC ⇡ 15 %. Therefore, the likely non-zero LyC es-
cape fraction of COLA1 presents the best direct evidence to date
that star-forming galaxies contributed to the reionisation of the
Universe at z ⇠ 7. In fact, as we discuss in §5, such a contribution
is required to ionise a large enough region to be able to detect the
blue peak at its redshift. The prospects for directly detecting LyC
photons at z = 6.6 are very low because of the typical opacity in
the IGM is high at z > 6 (Inoue et al. 2014). Moreover, while
foreground contamination is a major issue (Siana et al. 2015),
measuring the Ly↵ peak separation may be a promising alterna-
tive.

4.3.1. Ly↵ spectral modelling

In order to get a more quantitative view of the ISM properties im-
plied by the observed Ly↵ line, we fit the Ly↵ profile of COLA1
using a five-parameter shell model as in Dijkstra et al. (2016).
This model (e.g. Ahn et al. 2001; Verhamme et al. 2006) con-
sists of a shell of neutral gas and dust around a central ionising
source and parameters include the Hi column density, expansion
velocity, temperature and dust optical depth of the shell and the
intrinsic width of the Ly↵ line (Gronke et al. 2015). This fit does
not include transmission through the IGM.

The best fitted parameters are listed in Table 3. Compared to
z ⇡ 3 � 5 LAEs (Gronke 2017), these parameters indicate a rel-
atively low Hi column density NHI = 1017.0±0.3 cm�2 and a high
dust optical depth ⌧d = 4.2+0.5

�0.8, while the other parameters are
quite common for LAEs. The low Hi column density is inferred
from the low peak separation and suggests the possible escape
of LyC photons. The high dust optical depth could alternatively
be interpreted due to IGM opacity that could lower and narrow
the blue peak. The Hi column density and expansion velocity are
also significantly lower than the inferred column density around
CR7 (e.g. Dijkstra et al. 2016). We note that the shell-model pre-
diction of the systemic velocity of CR7 presented in Dijkstra
et al. (2016) agrees perfectly with recent [Cii] measurements in
Matthee et al. (2017b), suggesting that shell-model fitting is a
good tool to recover the systemic redshift of a LAE at high red-
shift. The column density is also significantly lower than the col-
umn density inferred from absorption line measurements in local
LyC leakers (Gazagnes et al. 2018), which lead these authors to
conclude that the Hi covering fraction in these galaxies is non-
uniform. This is consistent with their larger Ly↵ peak separation
compared to COLA1, and their typical escape fraction of ⇡ 5 %.

As detailed in Verhamme et al. (2015), the Ly↵ line profile
can be used as a tracer of fesc,LyC as both are sensitive to Hi col-
umn density as NHI = � ln( fesc,LyC)/�0 where �0 = 6.3 ⇥ 10�18

cm2 is the ionisation cross section. According to this equation,
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Fig. 7. The observed Ly↵ profile of COLA1 (green) is well modelled by
an expanding shell of neutral gas (black). The shell-model parameters
indicate a low neutral hydrogen column density NHI = 1017.0±0.3 cm�2

and low expansion velocity vexp = 78+5
�6 km s�1. We note that we have

assumed here that the systemic redshift lies at line-centre (i.e. between
the red and blue peak, where the flux is consistent with zero), or zLy↵ =
6.591.

Fig. 8. The wavelength coverage of the rest-UV Civ and Heii lines, red-
shifted to z = 6.591. We note that the background in a larger region
around �0,z=6.591 = 1560 � 1565 Å is boosted due to low atmospheric
transmission and faint skylines. Civ and Heii lines are not significantly
detected in COLA1, implying EW0,CIV < 25 Å and EW0,HeII < 12 Å.

the column density derived from the shell-model fit (see Table
3) implies fesc,LyC ⇡ 50 %. This is consistent with the result
one would infer by using the correlation between Ly↵ EW0 and
fesc,LyC at z ⇠ 3 (Steidel et al. 2018), although we note this corre-
lation has not been tested beyond EW0 & 50 Å and likely breaks
down due to a reduced Ly↵ strength in the high fesc,LyC regime.
It also points more towards a 30 % escape fraction as implied
by comparison with the most recent measurements in local LyC
leakers (Izotov et al. 2018). Such high escape fractions would
also a↵ect the strength of nebular emission lines such as H↵ and
H� and could therefore be tested with future spectroscopic ob-
servations with the James Webb Space Telescope (e.g. Jensen
et al. 2016; Zackrisson et al. 2017). Indeed, the fact that COLA1
shows a [3.6]� [4.5] colour that is much closer to zero than other
luminous LAEs at the same redshift could potentially indicate a
reduced strength of nebular emission lines, see §4.1.
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Fig. 4.— Redshift evolution of p(EWLy↵) for galaxies in massive halos, for three model p(EWLy↵) (Low, Mid and High). Left: Each
p(EWLy↵) model at z ⇠ 6 (solid, fit from De Barros et al. 2017) and z ⇠ 7 (dashed, assuming the inferred median xhi = 0.59 by M18).
Right: The fraction of LBGs showing Ly↵ EW > 25Å (dotted black line in left panel). We plot observations of UV bright samples
(indicated by point shape, Stark et al. 2011; Curtis-Lake et al. 2012; Ono et al. 2012; Treu et al. 2013; Tilvi et al. 2014; Pentericci et al.
2014; Schenker et al. 2014; Cassata et al. 2015; Stark et al. 2017; De Barros et al. 2017), with the samples’ median Muv indicated by color.
Shaded regions show the range of evolution allowed by the M18 xhi constraints (16 � 84% range), for a given model p(EWLy↵). Hashed
regions indicate the allowed evolution to z = 8 assuming xhi does not increase.

estimated for galaxies the accuracy in xhi increases.
The top panel of Figure 3 investigates contributions to

Tigm. We compare Tigm from galaxies in low and high
mass halos, with fixed low or high �v, to galaxies in low
mass halos with low �v. Massive halos always have high
Tigm, as they reside in larger ionized bubbles, indicating
halo mass is the dominant cause of high transmission.
When Ly↵ is emitted at high �v Tigm is significantly
boosted for massive halos. In the very early stages of
reionization Tigm is boosted for low mass halos with high
�v compared to low �v, massive halos, likely because
ionized bubbles around massive halos are still small.
The lower panel of Figure 3 shows a realistic estimate of

the boosting, using mass-dependent �v (comparing the
top panels of Figure 2). For xhi > 0.6 Tigm for massive
halos are > 2⇥ higher than for low mass halos, rising to a
factor ⇠ 10 for xhi > 0.9. We compare the transmission
ratio for the two EoS simulations: Faint Galaxies and
Bright Galaxies (Section 2). The transmission boost
is comparable; this e↵ect is relatively independent of the
timeline and morphology of reionization. We use these
realistic Tigm for UV bright galaxies in the next sections.

3.2. Evolving Ly↵ fraction for UV bright galaxies

An increasing fraction of Ly↵ emitters (EW > 25Å)
is observed in the LBG population over 2⇠<z⇠< 6 (e.g.,
Stark et al. 2010; Cassata et al. 2015), likely due to de-
creasing dust in galaxies (Hayes et al. 2011). A drop in
the Ly↵ fraction at z > 6 is usually attributed to absorp-
tion by an increasingly neutral IGM during reionization
(see Dijkstra 2014, for a recent review).
Figure 4 (right panel) shows the 4  z  8 Ly↵ frac-

tion for UV bright galaxies. At z < 6 the observations
are consistent, but at z � 6 the Ly↵ fraction measured
for samples with Muv ⇠< � 21.5 (Curtis-Lake et al. 2012;
Stark et al. 2017) is significantly higher than for those at

lower luminosities. Much of this discrepancy may be due
to selection e↵ects: using only the z850-band for LBG
selection the Curtis-Lake et al. (2012) sample could be
biased towards strong Ly↵ emission (De Barros et al.
2017), and the Stark et al. (2017) sample was selected
via red Spitzer/IRAC [3.6]-[4.5] colors (Roberts-Borsani
et al. 2016) making them likely strong [OIII]+H� emit-
ters, requiring hard radiation fields and young stellar
populations, which increase Ly↵ production and escape
(Finkelstein et al. 2013; Zitrin et al. 2015). Using our
model we test how the boosted Tigm for galaxies in mas-
sive halos (Section 3.1) contributes to their Ly↵ emitter
fraction.
We plot the evolution allowed by the M18 z ⇠ 7

neutral fraction estimate (xhi = 0.59+0.11
�0.15) for galax-

ies in massive halos, using the maximum transmission
demonstrated in Figure 2 (top left panel). We forward-
model p(EW

obs
Ly↵) by convolving p(Tigm) with the UV

magnitude-dependent p(EW
emit
Ly↵ ) described in Section 2.

p(EW
emit
Ly↵ ) is a major uncertainty so we use a range of

distributions: Low-EW, Mid-EW and High-EW, cor-
responding to the measured z ⇠ 6 distributions for LBGs
with Muv ⇠ {�21,�20.5,�20}, which bracket the EW
variation in the De Barros et al. (2017) sample (Figure 4,
left panel). Based on z  6 observations we expect UV
bright galaxies to have Low-EW or Mid-EW distribu-
tions.
The observed evolution of the Ly↵ fraction for Muv >

�21.5 samples is consistent with negligible evolution in
p(EW

emit
Ly↵ ). TheHigh-EW distribution is required to be

consistent with the Stark et al. (2017) Ly↵ fraction error
region, which is unexpected given UV bright galaxies at
lower redshifts tend to have low Ly↵ EWs (e.g., Stark
et al. 2010).

Mason+18b



21cmFAST models cannot explain high Lyα  f ract ion in UV br ight 
galaxies — emitted EW must be high and/or larger bubbles?

Mason+2018b
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Fig. 4.— Redshift evolution of p(EWLy↵) for galaxies in massive halos, for three model p(EWLy↵) (Low, Mid and High). Left: Each
p(EWLy↵) model at z ⇠ 6 (solid, fit from De Barros et al. 2017) and z ⇠ 7 (dashed, assuming the inferred median xhi = 0.59 by M18).
Right: The fraction of LBGs showing Ly↵ EW > 25Å (dotted black line in left panel). We plot observations of UV bright samples
(indicated by point shape, Stark et al. 2011; Curtis-Lake et al. 2012; Ono et al. 2012; Treu et al. 2013; Tilvi et al. 2014; Pentericci et al.
2014; Schenker et al. 2014; Cassata et al. 2015; Stark et al. 2017; De Barros et al. 2017), with the samples’ median Muv indicated by color.
Shaded regions show the range of evolution allowed by the M18 xhi constraints (16 � 84% range), for a given model p(EWLy↵). Hashed
regions indicate the allowed evolution to z = 8 assuming xhi does not increase.

estimated for galaxies the accuracy in xhi increases.
The top panel of Figure 3 investigates contributions to

Tigm. We compare Tigm from galaxies in low and high
mass halos, with fixed low or high �v, to galaxies in low
mass halos with low �v. Massive halos always have high
Tigm, as they reside in larger ionized bubbles, indicating
halo mass is the dominant cause of high transmission.
When Ly↵ is emitted at high �v Tigm is significantly
boosted for massive halos. In the very early stages of
reionization Tigm is boosted for low mass halos with high
�v compared to low �v, massive halos, likely because
ionized bubbles around massive halos are still small.
The lower panel of Figure 3 shows a realistic estimate of

the boosting, using mass-dependent �v (comparing the
top panels of Figure 2). For xhi > 0.6 Tigm for massive
halos are > 2⇥ higher than for low mass halos, rising to a
factor ⇠ 10 for xhi > 0.9. We compare the transmission
ratio for the two EoS simulations: Faint Galaxies and
Bright Galaxies (Section 2). The transmission boost
is comparable; this e↵ect is relatively independent of the
timeline and morphology of reionization. We use these
realistic Tigm for UV bright galaxies in the next sections.

3.2. Evolving Ly↵ fraction for UV bright galaxies

An increasing fraction of Ly↵ emitters (EW > 25Å)
is observed in the LBG population over 2⇠<z⇠< 6 (e.g.,
Stark et al. 2010; Cassata et al. 2015), likely due to de-
creasing dust in galaxies (Hayes et al. 2011). A drop in
the Ly↵ fraction at z > 6 is usually attributed to absorp-
tion by an increasingly neutral IGM during reionization
(see Dijkstra 2014, for a recent review).
Figure 4 (right panel) shows the 4  z  8 Ly↵ frac-

tion for UV bright galaxies. At z < 6 the observations
are consistent, but at z � 6 the Ly↵ fraction measured
for samples with Muv ⇠< � 21.5 (Curtis-Lake et al. 2012;
Stark et al. 2017) is significantly higher than for those at

lower luminosities. Much of this discrepancy may be due
to selection e↵ects: using only the z850-band for LBG
selection the Curtis-Lake et al. (2012) sample could be
biased towards strong Ly↵ emission (De Barros et al.
2017), and the Stark et al. (2017) sample was selected
via red Spitzer/IRAC [3.6]-[4.5] colors (Roberts-Borsani
et al. 2016) making them likely strong [OIII]+H� emit-
ters, requiring hard radiation fields and young stellar
populations, which increase Ly↵ production and escape
(Finkelstein et al. 2013; Zitrin et al. 2015). Using our
model we test how the boosted Tigm for galaxies in mas-
sive halos (Section 3.1) contributes to their Ly↵ emitter
fraction.
We plot the evolution allowed by the M18 z ⇠ 7

neutral fraction estimate (xhi = 0.59+0.11
�0.15) for galax-

ies in massive halos, using the maximum transmission
demonstrated in Figure 2 (top left panel). We forward-
model p(EW

obs
Ly↵) by convolving p(Tigm) with the UV

magnitude-dependent p(EW
emit
Ly↵ ) described in Section 2.

p(EW
emit
Ly↵ ) is a major uncertainty so we use a range of

distributions: Low-EW, Mid-EW and High-EW, cor-
responding to the measured z ⇠ 6 distributions for LBGs
with Muv ⇠ {�21,�20.5,�20}, which bracket the EW
variation in the De Barros et al. (2017) sample (Figure 4,
left panel). Based on z  6 observations we expect UV
bright galaxies to have Low-EW or Mid-EW distribu-
tions.
The observed evolution of the Ly↵ fraction for Muv >

�21.5 samples is consistent with negligible evolution in
p(EW

emit
Ly↵ ). TheHigh-EW distribution is required to be

consistent with the Stark et al. (2017) Ly↵ fraction error
region, which is unexpected given UV bright galaxies at
lower redshifts tend to have low Ly↵ EWs (e.g., Stark
et al. 2010).
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Low EW



But the br ightest galaxies do not  
necessar i ly  l ive in the most massive halos
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Figure 4. The modeled ultraviolet luminosity functions with log-normal scatter values of ⌃ = 0, 0.2, 0.4 (colored lines) at various

high redshifts: z ⇠ 6 (upper left), z ⇠ 7 (upper center), z ⇠ 8 (upper right), z ⇠ 10 (lower left), z ⇠ 12 (lower center). The line

styles corresponds to whether the median halo mass to galaxy luminosity relation has a constant luminosity cut-off (dashed) or

a constant mass cut-off (solid). The unlensed LF are underlaid with slight transparency. The typical 1� uncertainty is shown

for reference in the ⌃ = 0 curve. Recent data points from observations are shown as solid black points.

Figure 5. Evolved z ⇠ 6 luminosity functions assuming various values of ⌃ and including line of sight gravitational lensing. We

consider two scenarios when star formation is modulated by a: (upper) critical mass threshold and (lower) critical luminosity
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where p(Tigm | Mh, xhi) is the probability distribution of
Tigm given a halo mass Mh and neutral fraction xhi, and
we can use Equation 2 to find p(Mh | Muv).
To generate the marginalized probability of Tigm given

Muv and xhi, p(Tigm | Muv, xhi), we combine the prob-
ability distributions of p(Tigm | Mh, xhi) weighted by
p(Mh | Muv). Though p(Mh | Muv) can be derived
analytically (see Appendix A), we use a numerical ap-
proach, as the median UV luminosity—halo mass rela-
tion in Equation 2 is a complex function of halo mass,
standard deviation, and redshift without a simple ana-
lytic form. Is this true? The median relation came from
somewhere, but I honestly don’t know where. We cre-
ate a two-dimensional histogram of p(Muv | Mh) (Figure
1) with bin sizes of � logMh ⇡ 0.1 and �Muv = 0.1.
To obtain p(Mh | Muv), we fix Muv and extract the
corresponding one-dimensional histogram. Sample dis-
tributions of p(Mh | Muv) for a range of UV magnitudes
are shown in FIGURE TO COME. Is this even a plot
worth including?

3. BAYESIAN INFERENCE

Better in Section 4.2?
We infer the neutral fraction, xhi, at z ⇠ 7 with the

flexible Bayesian framework described by M18a. We
provide a brief description below, but refer the reader
to M18a for further details.
By Bayes’ Theorem, we can write the posterior prob-

ability of xhi inferred from one observation of a galaxy
with measured Ly↵ EW or upper limit, Wi, and UV
magnitude, Muv,i, as the following:

p (xhi | Wi,Muv,i) / p (Wi | xhi,Muv,i) p (xhi) , (6)

where p (Wi | xhi,Muv,i) is the likelihood of observing
a Ly↵ EW (or upper limit) given our model of Ly↵
visibility, including scatter in the UV luminosity to halo
mass relation, and p (xhi) is our prior on xhi, which we
take to be uniform between 0 and 1.
We use a non-analytic prescription to obtain the likeli-

hood of observing our data (sets of {W,Muv} for galaxies
at z ⇠ 7) given our model of the ISM and IGM, as the
complex topology of the IGM prevents an analytic for-
mulation. We use our models to generate large samples
of mock observed Ly↵ EWs for pairs of fixed (xhi, Muv)
and use a Gaussian Kernel Density Estimator (KDE,
Rosenblatt 1956; Parzen 1962) to generate a smooth es-
timate for p (W | xhi,Muv). We also account for mea-
surement uncertainties and upper limits as described by
M18a. Finally, we combine the inference from a set of
uncorrelated observations by multiplying the individual

Figure 2. Comparison of the probability distributions of dif-
ferential Ly↵ transmission fractions, Tigm, through the IGM
with and without scatter (darker and lighter lines, respec-
tively) in the UV luminosity to halo mass relation at z ⇠ 7.
Each panel shows a di↵erent neutral fraction. The solid
line corresponds to UV-faint galaxies (Muv = �18) and the
dashed line signifies brighter galaxies (Muv = �21.9). Intro-
ducing scatter tends to decrease the peak Tigm, particularly
for UV-bright galaxies.

posterior distributions:

p (xhi | {W,Muv}) /
NgalsY

i

p (Wi | xhi,Muv,i) p (xhi) .

(7)

4. RESULTS

In this section, we describe the key results of modeling
scatter in the UV luminosity to halo mass relation. In
Section 4.1, we show the impact on Ly↵ visibility dur-
ing the EoR in comparison with the findings of M18a.
In Section 4.2, we infer the neutral fraction with the
observations presented by Pentericci et al. (2014) and
Pentericci et al. (2018).

4.1. Ly↵ visibility

In Figure 2, we plot probability distribution functions
for Tigm for two values of Muv, mapping from Mh to
Muv with and without incorporating scatter in the UV
luminosity to halo mass relation. We have used the CLF
described in Section 2.2 to convert from Mh to Muv

with scatter. For the case without scatter, we have used
the Mason et al. (2015) UV luminosity function model

UV luminosity — halo mass scatter reduces  
Ly⍺  v is ibi l i ty f rom bright galaxies

Lily Whitler (ASU)

Whitler+in prep
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B l u e  Ly a  p e a k  a t  z > 6  d u e  t o  l a r g e  i o n i z e d  b u b b l e ?

Matthee+18

HII region must be >2 Mpc 
so Lya is redshifted far  

into damping wing  

What is prevalence of  
blue peaks at z>6? 

Are they spatially correlated? 
i.e. in the ionized regions?
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fact that there is no significant flux at line-centre is similar to
COLA1.

If we assume that the transmitted Ly↵ flux is zero at line-
centre (in between the two peaks; e.g. Yang et al. 2017), we
measure a systemic redshift z = 6.591 for COLA1. The peak
separation of the blue and red Ly↵ lines is 220 ± 20 km s�1. In
LyC leaking galaxies in the local Universe, the peak separation
is anti-correlated with the amount of leakage of LyC photons
(Verhamme et al. 2015, 2017). If this correlation would hold up
to z = 6.6, we would infer fesc,LyC ⇡ 15 % for COLA1, but
potentially up to fesc,LyC ⇡ 30 % if we compare to the most re-
cent results (Izotov et al. 2018). A comparison of the blue-to-red
flux-ratio of local LyC leakers also indicates fesc,LyC ⇡ 15 % (al-
though we note that the IGM could absorb part of the blue line-
flux, see §5). For the rest of the paper we thus conservatively
assume fesc,LyC ⇡ 15 %. Therefore, the likely non-zero LyC es-
cape fraction of COLA1 presents the best direct evidence to date
that star-forming galaxies contributed to the reionisation of the
Universe at z ⇠ 7. In fact, as we discuss in §5, such a contribution
is required to ionise a large enough region to be able to detect the
blue peak at its redshift. The prospects for directly detecting LyC
photons at z = 6.6 are very low because of the typical opacity in
the IGM is high at z > 6 (Inoue et al. 2014). Moreover, while
foreground contamination is a major issue (Siana et al. 2015),
measuring the Ly↵ peak separation may be a promising alterna-
tive.

4.3.1. Ly↵ spectral modelling

In order to get a more quantitative view of the ISM properties im-
plied by the observed Ly↵ line, we fit the Ly↵ profile of COLA1
using a five-parameter shell model as in Dijkstra et al. (2016).
This model (e.g. Ahn et al. 2001; Verhamme et al. 2006) con-
sists of a shell of neutral gas and dust around a central ionising
source and parameters include the Hi column density, expansion
velocity, temperature and dust optical depth of the shell and the
intrinsic width of the Ly↵ line (Gronke et al. 2015). This fit does
not include transmission through the IGM.

The best fitted parameters are listed in Table 3. Compared to
z ⇡ 3 � 5 LAEs (Gronke 2017), these parameters indicate a rel-
atively low Hi column density NHI = 1017.0±0.3 cm�2 and a high
dust optical depth ⌧d = 4.2+0.5

�0.8, while the other parameters are
quite common for LAEs. The low Hi column density is inferred
from the low peak separation and suggests the possible escape
of LyC photons. The high dust optical depth could alternatively
be interpreted due to IGM opacity that could lower and narrow
the blue peak. The Hi column density and expansion velocity are
also significantly lower than the inferred column density around
CR7 (e.g. Dijkstra et al. 2016). We note that the shell-model pre-
diction of the systemic velocity of CR7 presented in Dijkstra
et al. (2016) agrees perfectly with recent [Cii] measurements in
Matthee et al. (2017b), suggesting that shell-model fitting is a
good tool to recover the systemic redshift of a LAE at high red-
shift. The column density is also significantly lower than the col-
umn density inferred from absorption line measurements in local
LyC leakers (Gazagnes et al. 2018), which lead these authors to
conclude that the Hi covering fraction in these galaxies is non-
uniform. This is consistent with their larger Ly↵ peak separation
compared to COLA1, and their typical escape fraction of ⇡ 5 %.

As detailed in Verhamme et al. (2015), the Ly↵ line profile
can be used as a tracer of fesc,LyC as both are sensitive to Hi col-
umn density as NHI = � ln( fesc,LyC)/�0 where �0 = 6.3 ⇥ 10�18

cm2 is the ionisation cross section. According to this equation,
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Fig. 7. The observed Ly↵ profile of COLA1 (green) is well modelled by
an expanding shell of neutral gas (black). The shell-model parameters
indicate a low neutral hydrogen column density NHI = 1017.0±0.3 cm�2

and low expansion velocity vexp = 78+5
�6 km s�1. We note that we have

assumed here that the systemic redshift lies at line-centre (i.e. between
the red and blue peak, where the flux is consistent with zero), or zLy↵ =
6.591.

Fig. 8. The wavelength coverage of the rest-UV Civ and Heii lines, red-
shifted to z = 6.591. We note that the background in a larger region
around �0,z=6.591 = 1560 � 1565 Å is boosted due to low atmospheric
transmission and faint skylines. Civ and Heii lines are not significantly
detected in COLA1, implying EW0,CIV < 25 Å and EW0,HeII < 12 Å.

the column density derived from the shell-model fit (see Table
3) implies fesc,LyC ⇡ 50 %. This is consistent with the result
one would infer by using the correlation between Ly↵ EW0 and
fesc,LyC at z ⇠ 3 (Steidel et al. 2018), although we note this corre-
lation has not been tested beyond EW0 & 50 Å and likely breaks
down due to a reduced Ly↵ strength in the high fesc,LyC regime.
It also points more towards a 30 % escape fraction as implied
by comparison with the most recent measurements in local LyC
leakers (Izotov et al. 2018). Such high escape fractions would
also a↵ect the strength of nebular emission lines such as H↵ and
H� and could therefore be tested with future spectroscopic ob-
servations with the James Webb Space Telescope (e.g. Jensen
et al. 2016; Zackrisson et al. 2017). Indeed, the fact that COLA1
shows a [3.6]� [4.5] colour that is much closer to zero than other
luminous LAEs at the same redshift could potentially indicate a
reduced strength of nebular emission lines, see §4.1.

Article number, page 8 of 14

A&A proofs: manuscript no. cola1_xsh

HII
HI

HI

HII

HII
HI

dense HI

IGM

Fig. 9. Sketches of di↵erent scenarios that may explain the observed Ly↵ line-profile of COLA1. The top row shows sketches of the physical
scenarios and the bottom row shows the emerging Ly↵ spectrum. On the left, Model 1 shows a double peaked emission line emerging from
scattering in the ISM that is redshifted due to the expansion of the Universe before encountering the IGM, that preferentially attenuates the blue
component. In the middle, Model 2 shows that a double peak may originate due to a low transmission at line centre (due to neutral hydrogen in
the CGM), while there is a relatively high transmission at further distances from the galaxy due to a large relatively ionised region (similar to the
IGM transmission curve at z ⇡ 4 in Laursen et al. 2011). On the right, Model 3 shows that a double peaked profile can also arise without IGM
attenuation in case there is an Hi absorber slightly blue shifted with respect to the systemic Ly↵ velocity (which in this model is significantly
redshifted with respect to the IGM).

culate the required size as follows:

dprop =
�v

Hz=6.59
Mpc. (1)

Here, dprop is the proper distance photons are required to travel,
�v the required velocity o↵set and Hz=6.59 is the Hubble param-
eter at z = 6.59, which is Hz=6.59 = 803.85 km s�1 Mpc�1 in
our assumed cosmological model. Therefore, in order for Ly↵
photons to redshift by & 250 km s�1 would require an ionised
sightline/region of at least 0.3 pMpc; or & 2.3 cMpc. Simula-
tions indicate that this bubble-size is similar to the characteristic
bubble size for a global ionised fraction of xHI ⇡ 50 % (e.g.
Furlanetto et al. 2006; Lin et al. 2016). As the ionised region
needs to be at least 0.3 pMpc, and could be larger, this means
the bubble size of COLA1 would correspond to a mean IGM
xHI < 0.5 at z = 6.6. On the other hand, the bubble around
COLA1 may also be an outlier as COLA1 is likely a relatively
massive galaxy. This could imply a higher neutral fraction.

Can such an ionised region be explained using the observed
properties of COLA1? Following Haiman (2002), we estimate
the maximum proper radius of the ionised region around a galaxy
(in the absence of neighbouring ionising sources and ignoring
recombinations):

Rs = 2.5( fesc,LyC Qion/1054s�1)1/3(tburst/107yr)1/3(1 + z)�1 Mpc.
(2)

Here, Rs is the radius of the Strömgren sphere, fesc,LyC the es-
cape fraction of ionising photons, Qion the produced number of

ionising photons per second and t the age of the burst of star for-
mation. As listed in Table 4, we estimate fesc,LyC = 0.15 (based
on the Ly↵ peak o↵set), Qion ⇡ 5 � 7 ⇥ 1054 s�1 (based on either
the Ly↵ luminosity, or based on the UV luminosity, combined
with a ionising photon production e�ciency of ⇠ion = 1025.4 Hz
erg�1; Bouwens et al. 2016) and tburst = 107 yr (based on the
high Ly↵ EW; e.g. Charlot & Fall 1993) at z = 6.591. This re-
sults in Rs,max,Ly↵ = 0.33+0.07

�0.06 pMpc5 and Rs,max,UV = 0.29+0.03
�0.03

pMpc, corresponding to ⇡ 2.5 cMpc. The maximum radius
would marginally increase by 0.03 pMpc when correcting the
UV luminosity for a (high) attenuation AUV = 0.45.

Therefore, under basic assumptions, the star-formation in
COLA1 may provide enough photons that can ionise a large
enough region for allowing the blue peak to be observed up to
⇡ �250 km s�1 from line-centre. However, there are important
caveats that require attention. For example, our estimate con-
servatively assumes that the IGM does not a↵ect Ly↵ photons
red-wards of line-centre (as illustrated in the left panel of Fig. 9)
and the real required ionised region may have to be significantly
larger.

Moreover, the calculation so far also ignores peculiar veloc-
ities that typically blueshift Ly↵ photons with respect to neu-
tral gas in the IGM (Laursen et al. 2011). Our calculation also
ignores self-shielded neutral regions in the CGM around galax-
ies, that could be challenging to ionise by the galaxy itself and
5 We note that these uncertainties are the propagated errors corre-
sponding to the UV and Ly↵ luminosities and ignore uncertainties in
the age of the burst of star formation and the escape fraction.
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Require high resolut ion Lyα  spectroscopy to 
disentangle ISM, CGM and IGM during reionizat ion

Figure 3: Simulated cumulative Ly↵ emitter
number counts as a function of total line flux
at z ⇠ 5, 6, 7. The simulations are based on
draws from UV luminosity functions in the
GOODS-N area and a UV magnitude – Ly↵
EW model (Dijkstra & Wyithe 2012). We
expect to detect ⇠ 200 Ly↵ lines with S/N
> 30 (dashed line) su�cient for accurate line
fitting and a further ⇠ 700 with S/N > 5
(dotted line) where we can obtain accurate
flux and EW measurements.

Figure 4: Only R > 4000 spectroscopy can re-
solve double-peaked Ly↵ during reionization.
We plot the recently confirmed double-peaked
Ly↵ line fromMatthee+ (2018) (black dashed
line, VLT/X-shooter, R = 5000). For com-
parison we show the line convolved with R =
1000 (thin green line), R = 2000 (purple line),
and R = 4360 (same as our proposed obser-
vations, thick pink line). We can detect hun-
dreds of lines similar to this and use them to
map ionizing bubbles growing in the IGM.

Figure 5: Simulated double-peaked Ly↵ emission line (black dashed line) convolved with
Binospec instrumental resolution and degraded by S/N per pixel of 1, 2 and 3 (orange,
purple, dark green lines). By fitting the degraded spectra we determine we require S/N >⇠ 2
per pixel to accurately recover the lineshape parameters. Our survey will recover these for
> 200 galaxies, a ten-fold increase on the current high-resolution samples.
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High spectral  resolut ion survey to  
map ioniz ing bubbles v ia Ly⍺  l ineshapes

MMT/Binospec  
R~4500 (<70 km/s) 
z~5-7, ~200 targets per mask

Fig. 3: Simulated cumulative Ly↵ emitter
number counts as a function of line flux at
z ⇠ 5, 6, 7. These are based on draws from
UV luminosity functions in the GOODS-N
area and a UV magnitude – Ly↵ EW model
(Dijkstra & Wyithe 2012). We expect to de-
tect ⇠ 200 Ly↵ lines with S/N > 30 (dashed
black) su�cient for accurate line fitting and
⇠ 700 with S/N > 5 (dotted black) where we
can obtain accurate EW measurements.

Fig. 4: Only R > 4000 spectroscopy can re-
solve double-peaked Ly↵ during reionization.
We plot the recent z ⇠ 6.5 double-peaked
Ly↵ line (black dashed, R = 5000, Matthee+
2018). For comparison we convolve the line
with R = 1000 (thin green), R = 2000 (pur-
ple), and R = 4360 (same as our proposed
observations, thick pink). We can detect hun-
dreds of lines similar to this and use them to
map ionizing bubbles growing in the IGM.

Fig. 5: S/N spectra for z > 6.5 Ly↵ emission obtained in our 4 hour integrations (blue).
These lines demonstrate the diversity of velocity structure in these high-z galaxies, impossible
to study without R > 4000. The object on the right has Ly↵ (HWHM ⇠ 230 km/s) almost
twice as broad as the object on the left, suggesting strong scattering and/or outflows in the
ISM. We fit a simple half-Gaussian to the lines to estimate the total S/N (orange dashed).
Our survey will resolve high S/N spectra like these for > 200 z > 5 galaxies, a ten-fold
increase on the current high-resolution samples.
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Fig. 5: S/N spectra for z > 6.5 Ly↵ emission obtained in our 4 hour integrations (blue).
These lines demonstrate the diversity of velocity structure in these high-z galaxies, impossible
to study without R > 4000. The object on the right has Ly↵ (HWHM ⇠ 230 km/s) almost
twice as broad as the object on the left, suggesting strong scattering and/or outflows in the
ISM. We fit a simple half-Gaussian to the lines to estimate the total S/N (orange dashed).
Our survey will resolve high S/N spectra like these for > 200 z > 5 galaxies, a ten-fold
increase on the current high-resolution samples.
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Evolving Lyα transmission contains 
information about reionization 

• 100s of z>7 galaxies observed,  
only a handful have Lyα detections  

• IGM and ISM effects included via 
forward-modelling to make 
inferences from Lyα observations 

Lack of Lyα from z>6 galaxies favors 
fairly rapid, late reionization 

Puzzling Lya observations at z > 6  
probe < Mpc reionization effects 

• More Lyα from (some)  
bright galaxies than expected 

• Lyα lineshapes may probe  
topology of bubbles 

`Holistic’ modelling needed to  
make Ly⍺ a better cosmological tool 


